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Abstract—1In this paper, we improve the robustness of a
multi-camera gesture recognition system in multi-person sit-
uations by identifying and tracking the operator. This system
is meant as an intelligent room to operate and interact with
surrounding devices based on pointing gestures. In the method,
we identify the operator by a hand-raising gesture, followed by
tracking using the coordinates of the center of the operator’s
head and extracting only the operator’s whole body. From
the experimental results, we confirmed that highly accurate
tracking could be performed in a multi-person situation of 2 to
5 persons, and that the success rate of extracting images of the
operator’s whole body was more than 70%. We also clarified
issues in the operator identification process and the extraction
process.

I. INTRODUCTION

Currently, the main means of operating devices in daily life
is by using a remote control corresponding to the device. Re-
cently, more intelligent and convenient alternatives for device
interaction have been developed. Although voice recognition
is widely used to operate devices from any position, the
degree of freedom is limited to only verbal instructions and
does not support spatial instructions. Therefore, in recent
years, research has been conducted on operation methods
based on gesture recognition in order to convey spatial
instructions to devices intuitively.

Various methods have been studied for device operation
with gesture recognition[1]. Many studies of device operation
by gesture recognition tie specific gestures to the content
of the operation, as in the literature [2]. It is necessary to
appropriately set the gestures that are associated with the
operation[3], because some gestures have different meanings
depending on the culture and context. Thus, some studies
have employed gestures in which a user points to objects,
which is intuitive and has the same meaning in many
situations and cultures[4]-[6].

In addition, a system that assumes only the situation where
the user is in front of a device or camera cannot handle
various postures and situations in daily life or deal with
multiple devices. For this reason, it is effective to be able
to operate devices whose location information is unknown
in an environment where images of the entire room can be
acquired via multiple cameras. To this end, we introduced
in our paper [7] a method that combines object detection
and skeletal point detection to construct a system that can
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Fig. 1: Conceptual image of device operation by gesture in
a multi-person situation. The operator is shown in red.

be operated by arm-pointing at an arbitrarily located home
appliance without the need to measure the home appliance
or the operator’s location in advance. This method achieved
good results in terms of recognition rate and usability.
However, because it does not define or identify a particular
operator, it is vulnerable to gesture recognition and false
detection of skeletal points in multi-person situations. Any
person can trigger a gesture by mistake. The most important
aspect of systems research for human-machine interface is
to enable people to trust the system. To achieve this, it
is important to achieve both robustness and prevent false
operations, and responsiveness by ensuring that recognized
operations are performed promptly.

In this study, we solve the problem of our previous study
[7] by identifying and tracking an operator and extracting
only the operator’s gestures from the tracking results, as
shown in Fig. 1. Many studies have been conducted to track
a specific person using multiple cameras[8]. Most of them
use color and appearance information, which makes it very
difficult to distinguish and track people who appear similar.
Therefore, it is important to identify and track operators
without being affected by appearance information. Although
[9] have used background subtraction for target tracking,
it cannot deal with situations in which multiple people are
moving. [10] used head detection by segmentation to track all
persons’ trajectory in a dense environment via head tracking.
However, this cannot be used to identify a particular operator,
which requires performing a gesture to let the system identify
the oeprator.

Hence, the purpose of this research is to make the arm-
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Fig. 2: The flow of this system

pointing home appliance operation system more robust by
identifying and tracking the operator via multi-camera and
making it possible to recognize only the operator’s gestures.
We propose an “Operator Identification Gesture” to select
one person in a multi-person situation and track them till
the operation is completed. We do not use color information
for identification and tracking. Fig. 1 shows a conceptual
diagram of this study which shows a person identified as the
operator in a multi-person situation.

II. PROPOSED METHOD
A. System Overview

The system environment is captured from cameras in-
stalled in the four corners of the ceiling as shown in Fig. 3.
The proposed method focuses only on the operator’s gestures
even in multi-person situations, as shown in Fig. 1. The
internal and external parameters of these cameras are known,
and the projection matrix is obtained by calibration when
the system is started. First, the system detects a hand-raising
gesture as an “Operator Identification Gesture” and identifies
the operator in multiple camera images via bounding box
fusion. Then, the 3D coordinates of the identified operator’s
head center are calculated, and the operator is tracked using
this point. At the same time, the system extracts images of
the operator’s entire body using this point as a reference.
Finally, a skeleton point is extracted from the extracted full-
body image of the operator, and the 3D coordinates of the
calculated skeleton point are used to recognize gestures. The
brief flow of the proposed method is shown in Fig. 2.

YOLO[11] is used to detect operators via hand-raising
gestures, people’s full bodies, their heads, and devices,
followed by fusing the detection results. The operator is
identified by detecting the hand-raising gesture for several
frames in a row, after which they can start operating the
home appliance. The detected heads are used for Kalman
filter based tracking. Finally, the system uses skeletal point
extraction with OpenPose[12] to operate the home appliance
by recognizing the arm gesture.

B. Object Detection

Our system detects the following:
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Fig. 3: Layout of the environment

Fig. 4: Object detection results: bounding boxes

1) “operator” detects the hand raising gesture to identify
the operator bounding box

2) “human” detects all the humans in the environment

3) “head” detects all the humans’ heads for Kalman filter-
based tracking, as the head is usually always visible.

We implement YOLOv4[13] detectors: Detector A, which
detects “operator”, and Detector B, which detects “human”
and “head”. Detector B also includes“TV” and “sofa” for
detecting environmental objects and interactive devices. In
this research, we chose a “TV” as a device to be interacted
with. Detector A was annotated with photographs of the
system’s space, and the data was expanded to obtain a dataset
of 1,235 pairs. Of these, 987 pairs were used for training,
with an average fit rate of 91.5 percent. Detector B was
annotated with 122 photos taken in the system’s space, and
the data was expanded to obtain 1128 datasets, of which 902
were used for training. Of these, 902 were used for training
and 226 for validation. The average fit rates for “human”,
“head”, “TV”, and “sofa” were 89.6, 98.3, 97.8, and 98.6
percent, respectively. Using these detectors, bounding boxes
are detected as shown in Fig. 4.
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Fig. 6: The fusion of detection results

C. Identification and Tracking of Operators via Bounding
Box fusion

As shown in Fig. 6, the operator is identified and by fusing
“operator” and “human”, followed by fusion with “head” for
operator tracking.

The operator is determined when the “operator” bounding
box center does not move and the detection is maintained
for 9 consecutive frames.

2D distances between “operator” and “human” are cal-
culated, and the “human” bounding box with the closest
distance is identified as matching the“operator”’s bound-
ing box. Following this, “human” and “head” are fused
by calculating the horizontal distances between the upper
edge centers of “human” and upper edge centers of “head”
bounding boxes and choosing the one with smallest distance
as the operator’s head. This gives us the uniquely identified
operator and the coordinates of their head. An overview of
operator identification using bounding box fusion is shown
in Fig. 5

For tracking, we triangulate the 3D coordinates of the
operator’s head from multiple cameras [14]. By doing so,
we can restore these 3D coordinates to 2D coordinates in
each camera image using the perspective projection matrix

Captured image Extracted image

Fig. 7: Operator extraction results

and locate the operator’s head even in camera images where
the “operator” could not be detected or was occluded. This
allows for highly accurate tracking. On the other hand,
if the “operator” is detected in only one camera image,
the corresponding “head” bounding box is identified in
a corresponding camera image using epipolar constraints
and is considered to be the operator’s head. We choose
corresponding cameras as Camera 0 and Camera 2, Camera
3 and Camera 1 (Fig. 4.

After the operator is identified, the “head” bounding box
center 2D coordinates are used for operator tracking. In order
to deal with situation where the operator and other people
pass each other, a Kalman filter is used once every 5 frames
to correct the predicted values.

D. Correction by Kalman filter

The 3D coordinates of the head center calculated based on
the principle of stereo vision are stored and the coordinates
after the movement are predicted using a Kalman filter. The
predictions obtained by the Kalman filter are always restored
to the 2D coordinates in each camera using pre-calibrated
projection matrices, and once every five frames, the restored
predictions are compared with the values detected in the
acquired images. If the difference exceeds a threshold value,
the predicted value is given priority as the true value of
the operator’s head position in that frame. Empirically, this
threshold is set to 40 pixels. This correction method is
expected to maintain robust tracking when the operator and
other people pass in front of each other and to eliminate large
noise due to false positives and measurement errors.

E. Recognition of Gestures

Once the operator is properly tracked and identified, we
detect their skeletal points by extracting the operator alone
from the acquired image as shown in Fig. 7. To enable
gesture recognition even when the operator’s outstretched
arm is outside the bounding box, the extraction is performed
in a square region with a side length equalling the height of
the operator’s “human” bounding box.

This study uses gesture recognition with skeletal point de-
tection by OpenPose[12]. The algorithm is used to obtain the
2D coordinates of the skeltal points of the elbow and wrist
from an image showing only the operator, as shown in Fig.
8. OpenPose is a CNN-based algorithm that performs person
pose estimation by cascading heatmaps and Part Affinity
Fields. In this system, skeleton points with a confidence



Fig. 8: Operator gesture recognition

level of 0.60 or higher were adopted to prevent inaccurate
coordinates with a low confidence level from being used in
the calculation.

The gesture recognition method is the same as [7]. As
shown in Fig. 4, multiple 2D coordinates of the bounding
box center are gotten for the same device for each camera.
The 3D coordinates of devices’ center are calculated by
triangulating the 2D center points of these bounding boxes.
The 3D point is considered as the device’s 3D center and is
denoted (24, Ya, z4)- In addition, the 3D coordinates of the
right elbow and right wrist are calculated by triangulating
using the 2D coordinates of them on the extracted image.
The 3D points of right elbow and right wrist are denoted by
(x67 ye) 26’) and (xW? y’UJ? Z’UJ)'

The vector v, from the right elbow to the right wrist and
the vector v, from the right elbow (z., ye, z¢) to the device’s
center (Zq,Ya, 2o) can be estimated by (1).

Te — Ty Lgq — Te
Up = Ye — Yw 5 Vg = Ya — Ye (1)
Ze — Zw Za — Ze

The angle 6 between v, and v, is used to judge device
control. If 6 is less than or equal to the threshold value
0:;, and the instruction state is maintained for 6 frames
continuously, the device is turned on. 6 is calculated by (3).
In addition, it is considered that the ease of pointing correctly
to the center of the device changes by the distance between
the operator and the device. Therefore, the threshold 6y, is
varied depending on the distance |vg].

0 = arccos (M) (3)

|9p][val

Once the pointing gesture is identified, the device on/off
switch is toggled using a Nature Remo smart remote control
device and operation is considered complete. The operator
identification is also reset.

III. EVALUATION

Experiments were conducted on operator identification,
tracking, and operator image extraction to confirm the use-
fulness of the method in multiple-person situations. Ex-
periments were conducted in an offline environment. The
operator’s and non-operators’ standing positions were not
specified to create a natural multi-person situation. The
operator was asked to raise their hand to signal the operator
identification gesture. Following this, they put their hand
down and walked around in the experimental environment.
No time was specified for the hand raising gesture. We eval-
uated the system via five recorded videos. Permission was
obtained from the subjects for recording in this evaluation
experiment.

First, in Experiment 1, we evaluated the accuracy of
identifying the operator in multiple-cameras by the hand-
raising gesture. Next, in Experiment 2, we used the videos
from Experiment 1 in which the operator was correctly
identified to evaluate tracking. In addition, we confirmed the
accuracy with which the operator’s entire body was correctly
extracted by the operator head tracking method.

A. Experiment 1: Identification of operator

This experiment evaluates the accuracy of the operator
identification method based on the bounding box fusion
method. When a hand-raising gesture was not recognized
by any of the cameras, a time period was set to wait for the
judgment to be reset. If this time was too short, the operator
could not be identified at all, so we set it to 2 seconds in
this experiment.

As shown in Table I, four of the five videos succeeded and
one failed. Of these successful results, some non-operators
were dressed in clothing of the same color as the operator’s
clothing, both top and bottom, but this did not affect the
identification.

TABLE I: Success (S) or failure (F) of operator identification

Number of persons in room
Operator identification

2 3 3 5 5
S S S S F

In the video in which the operator identification failed, the
search for the correspondence point at the center of the head
failed as shown in Fig. 9. It can be seen that the operator’s
head recognized by Camera 0 was not captured by Camera
2, indicating that the search for the correspondence point
failed. Therefore, when there is only one camera in which the
operator is detected, instead of searching for correspondence
points from cameras in a correspondence relationship, it is
necessary to try the method of searching for correspondence
points from the camera with the most “head” bounding
boxes.

When an operator cannot be identified in other cameras
even though the one is detected by one camera, interaction
between the operator and the system may solve the problem.
It is considered that the system can identify the operator
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Fig. 9: Failure to identify operator: operator’s head is not
visible in Camera 2

more reliably by providing feedback to the operator on the
recognition status on the system side. When the system is
confused, it is easiest and most effective to first confirm with
the operator about the intention to operate. If the operator
does intend to operate the system, the system can inform
the operator that the hand-raising gesture detection is not
working well, and the operator can cooperate by changing
the their posture to make it easier to recognize the gesture.

B. Experiment 2: Tracking and extraction of operator

Experiment 2 was conducted on the four videos from
Experiment 1 in which operator identification was successful
in multiple cameras. A bird’s-eye view of the trajectory
centered on the operator’s head is shown in Figs. 10 to
13. The blue line is the trajectory obtained by triangulation
based on the detection results, and the orange line is the
trajectory predicted by the Kalman filter. It can be seen that
no false trajectories were observed in which a person other
than the operator was mistakenly identified as the operator.
The operator could be consecutively tracked even when
the operator changed the direction of movement or passed
another person. The tracking accuracy was not affected by
the presence of a person wearing the same color clothing
on both the upper and lower sides, as no color information
was used for tracking. In addition, we confirmed that the
Kalman filter correction was able to cope with changes in
the speed of the operator’s movement. One of the reasons
for the good tracking results was the use of the head as a
reference point. The head has a small area among the body
parts, and the bounding box center does not easily change
significantly, which is thought to have contributed to the
successful tracking. In addition, the Kalman filter correction
is considered to have enabled the tracking to cope with the
operator/people passing each other.

Furthermore, the operator’s whole body was extracted
based on the one’s head tracking results. Here, the operator

iwas extracted from a square region with the height of the
operator’s “human” bounding box as one of its sides. The
2D coordinates of the center of the operator’s head were
compared with the 2D coordinates of the center of the
“human” bounding box of all persons, and the “human”
bounding box with the closest x-axis distance was considered
to be the operator’s “human” bounding box. In the extracted
images shown in Fig. 7, a failed frame was defined as one
in which one or more cameras extracted a person other than
the operator. The number of failed frames was counted by
visually checking each extracted image frame-by-frame. The
number of successful frames was calculated by subtracting
the number of failed frames from the total number of frames
in the video after the operator was identified, and the per-
centage of successful frames was defined as the success rate
of extraction. The success rate of extracting the operator’s
region in the successfully operator identification videos is
shown in Table II. The failed frames out of all frames are
shown in red in the bars on the top in Figs. 10 to 13, together
with an overhead view of the tracking results.

We expect that the success rate of extracting only the
operator’s body would decrease as the frequency of passing
each other increases with the number of people present
around the operator. Therefore, it is reasonable to assume
that the extraction accuracy will decrease as the number
of people in the room increases, as can be seen in Table
II. However, even the lowest extraction accuracy was about
70%. In addition, the triangulation of the skeletal points was
feasible because the operator area was successfully extracted
by more than one camera in every failed frame. In order to
improve the accuracy of gesture recognition in the future, two
approaches can be considered: (1) improving the extraction
accuracy and (2) selecting camera pairs with higher accuracy
for 3D triangulation.

In order to improve the success rate of extraction, the
mapping conditions between the operator’s “head” bounding
box and the “human” bounding box must be reviewed. In
this experiment, the mapping was based on the horizontal
distances on the image. In the future, it is expected that the
use of 3D coordinates information will enable more robust
mapping conditions to be established.

It is also important to set conditions for the skeleton points
to be employed. If all the cameras produce correct extraction
results, the confidence level of the skeleton points can be
used to perform gesture recognition with high accuracy. It
will be effective to perform 3D matching only among the
skeletal points with the highest confidence level in the same
region.

TABLE II: Operator extraction success rate [%]

Number of persons in room 2 3 3 5
Extraction accuracy 93.8 89.1 884 70.7
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IV. CONCLUSIONS

In order to achieve robustness for pointing gesture based
device interaction systems in multi-person environments, this
study solved the problem of identifying and tracking the
operator. The operator was identified using a hand raising
gesture and tracked by fusion of bounding box detection
results. Experiments showed that the proposed method was
able to identify and track the operator with high accuracy
except in situations where the operator’s head could not be
detected. We also confirmed that the proposed method can
extract operator images with more than 70% accuracy in a
multi-person environment of 2 to 5 persons.

In order to make the system more robust and sensitive, it
is important to design it with the cooperation of the operator
in mind. When the detection of hand-raising gestures fails
in the process of operator identification, it is necessary for
the system side to provide feedback to the operator on
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his/her own situation. This feedback will allow the operator
to change the one’s posture and improve the accuracy of
operator identification. There is also a need to improve the
gesture recognition rate in extracting whole body regions.

Future prospects also include the development of research
that assigns tasks to moving devices such as robot vacuum
cleaners by directing them to an area using a pointing
gesture. By identifying the operator, it will be possible to
operate personal devices.
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