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In this paper, we propose a method for manipulating
home appliances using arm-pointing gestures. Conven-
tional gesture-basedmethods are limited to home appli-
ances with known locations or are device specific. In the
proposedmethod, the locations of home appliances and
users can change freely. Our method uses object- and
keypoint-detection algorithms to obtain the positions of
the appliance and operator in real time. Pointing ges-
tures are used to operate the device. In addition, we
propose a start gesture algorithm to make the system
robust against accidental gestures. We experimentally
demonstrated that using the proposed method, home
appliances can be operated with high accuracy and ro-
bustness, regardless of their location or the user’s loca-
tion in real environments.

Keywords: intelligent room, human machine interface,
control system, stereo vision

1 . Introduction

Daily life is besieged by a large number of home ap-
pliances, each with its own remote control. To operate a
home appliance, one must locate the remote control, pick
it up, and use it. As the types and numbers of home ap-
pliances increase, the workload of the users also increases.
Additionally, as home appliances become more multifunc-
tional, their control devices become increasingly compli-
cated. For example, dynamic home appliances such as
Roomba vacuum cleaners are very difficult to operate. In-
creasingly, operating devices with voice recognition are
becoming more widespread; however, they do not allow
spatial interaction. In contrast, image recognition-based
interactions allow a high degree of freedom. Consequently,
research has been conducted on home appliance manipu-
lation methods using image recognition, that is, gesture-
based methods.

In this study, we constructed an equipment operation
system that functions based on a clear gesture pointing to
an object. These gestures are not generational and have no

cultural connotation. The novelty of this study is the in-
tegration of the system as a method of spatial interaction
using pointing, with the location of the manipulated object
and operator completely unknown.

The originality and contributions of the proposed
method are as follows:

• Localization of the operation target and operator from
image information without prior measurements.

• Construction of an intuitive and easy interaction
method that only requires direct pointing at the object
to be operated.

• Integration to detect spatial interaction using pointing
from four cameras.

2 . Related Work

This section describes the research on device opera-
tion using gestures, highlighting the usefulness of directly
pointing to and operating home appliances with unknown
location.

Considerable research has been conducted on device op-
erations using gestures [1–14]. Gestures that constitute
natural movements in daily life are often used in daily oper-
ations. These include various categories, such as eye ges-
tures, gestures with body movements, and hand gestures.

Althoughmany studies on gesture recognition have used
contact sensors, in many scenarios of daily life, people
are assumed not to wear anything special on their bod-
ies. In [3], a robot was remotely controlled by human hand
movements using only image information. When recog-
nizing eye gestures using only images, the camera has to
be in a position to reliably capture both eyes of the user.
In [4], users could click and move the cursor by capturing
their own eye gestures and movements from a camera in-
stalled on the monitor in front of them. However, in daily
life, it is unlikely that the user will be seated in front of the
camera all the time, and situations in which the user’s head
is arbitrarily oriented are frequent occurrences. Second,
methods that operate equipment by recognizing large body
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movements such as jumping and bowing impose a large
physical load on the operator [5], whereas gestures that are
easily recognized from any angle in images place a low
burden on the user. Thus, operating devices using gestures
in daily life is appropriate. Many studies on device opera-
tion using gestures have focused on hand gestures, which
require relatively little effort to perform and are easy to rec-
ognize via images, regardless of camera position.

We consider hand gestures to roughly fall into two cat-
egories: (a) methods in which an operation is recognized
when a hand or arm is positioned at a predetermined loca-
tion and (b) methods that associate a specific hand posture
with an operation in a one-to-one relationship.

Regarding the method used in (a), systems have been
proposed that tie the operation to a location in 3D coordi-
nates [6, 7]. This method allows the user’s body parts to
access pre-registered 3D coordinates to execute the associ-
ated operations, requiring that each operation and its loca-
tion in real space be memorized. However, large individ-
ual differences exist in how easily the operation is learned
because the 3D area associated with the operation to be
recognized is invisible to the user.

Regarding themethod used in (b), specific hand postures
are related to various operations. Several studies linked
specific fingertip postures to manipulation in a one-to-one
relationship [8, 9]. In [8], gesture recognition was per-
formed using the skeletal points of detected fingers. This
study demonstrated that gestures can be recognized in real
time in various background environments. However, the
questionnaire experiment in [8] suggested that users may
not be able to perform operations intuitively because the
meaning of the hand gesture itself is not related to the con-
tent of the operation. Moreover, gestures are often culture-
specific and are difficult for users to understand. Therefore,
selecting gestures that are easy to remember and not influ-
enced by the user’s cultural or environmental background
is important. Subsequently, in [9], after reducing interfer-
ence from background information and recognizing static
gestures, the authors improved the generalization perfor-
mance using a visual language model, thereby improving
the accuracy of dynamic gesture recognition. However,
conveying spatial instructions with only a one-to-one rela-
tionship between operation and gesture is difficult. There-
fore, users must access devices spatially using gestures.

Therefore, a pointing gesture that is universal in all cul-
tures and situations was chosen. Among the several studies
on device manipulation using pointing gestures, a vector
from the hand to the hand tip was calculated using skeletal
point detection [10]. The three-dimensional (3D) vector
from the skeletal point of the hand to the appliance and
3D vector from the hand to the tip of the hand were calcu-
lated, whereby the appliance which the user was pointing
at was determined from the angle between them. In [11]
and [12], the skeletal points of the elbow and wrist were
calculated, and the angle between the spatial vector from
the elbow to the home appliance and that from the elbow
to the wrist was used to conduct home appliance opera-
tions. These pointing gesture-based home appliance oper-
ation methods are intuitive with no alteration of meaning

depending on the situation. However, in all the previous
pointing-based methods, the locations of home appliances
must be known and measured beforehand. As the number
of home appliances increases, the burden of measuring the
precise 3D position of each appliance also increases, mak-
ing the system infeasible. In addition, supporting devices
that are in constant motion such as robot vacuum cleaners
is difficult.

In the method proposed by [13], the mobile robot moved
in the direction pointed by a person standing in front of the
robot with a camera mounted on it. However, this method
requires the operator to be within the field of view of the
camera. Thus, a method that can perform gesture recog-
nition regardless of the positional relationship between the
operator and operation target is required.

Therefore, the purpose of this study was to build a sys-
tem to control home appliances by pointing gestures with-
out knowing the position of the home appliance or user in
advance.

3 . Proposed Method

3.1. Environment
This section describes the operating environment of the

system, with multiple cameras used to avoid occlusion in
observing a space that resembles a living room.

The environment in which the proposed method was ap-
plied is shown in Fig. 1(a). Four charge-coupled device
(CCD) cameras capable of panning, tilting, and zooming
were used to acquire the images, as shown in Fig. 2 and
detailed inTable 1. Each camera image had a size of 640 ×
480, generating a combined image of 1280 × 960, arranged
as shown in Fig. 1(b). The cameras were installed at the
four corners of the ceiling of the target room. Using these
four cameras, the 3D positions of the operator and appli-
ances were detected. To capture images for posture recog-
nition, a person can operate the devices from anywhere in
the room using gestures. The recognition results are trans-
mitted to each device using a smart remote control that
sends infrared signals to the relevant home appliance for
operation. In this study, Nature Remo 3 was used as the
smart remote control.

3.2. System Overview
The proposed system allows users to initiate home appli-

ance operations by raising their hands to operate the power
source, and pointing at the home appliance with their arms,
as shown in Fig. 3(a). This gesture identifies the user as an
“operator.” A flowchart of the proposed method is shown
in Fig. 4. YOLO [15] was used to detect appliances once
every three frames and OpenPose [16] to recognize the
operator’s gestures once every ten frames. The 3D co-
ordinates of the center of the appliance were calculated
by triangulating the two-dimensional (2D) coordinates of
the appliance obtained by YOLO using multiple cameras.
OpenPose was used to extract the 2D coordinates of the
operator’s skeletal points, and the 3D coordinates were cal-
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(a) Environmental overview

(b) Captured and combined images

Fig. 1. Target environment of the proposed method.

Fig. 2. CCD camera used in this method: AXIS-233D.

culated by triangulation. From each of the 3D coordinates
obtained, a 3D vector 𝑣𝑝 from the elbow to the wrist and a
3D vector 𝑣𝑎 from the elbow to the home appliance’s center
are calculated. When the angle 𝜃 between these two spa-
tial vectors falls below a threshold value 𝜃th, the appliance
is “selected” for operation. If the selection state is held
for 6 consecutive frames, the appliance is turned on/off. In
order to prevent unintended home appliance operation, a
gesture to initiate home appliance operation is provided as
shown in Fig. 3(b). This gesture is to raise the hand so that
the spatial vector 𝑣𝑝 from the elbow to the wrist is perpen-

Table 1. Properties of the camera.

Angle of view 55.8° × 43.3°
Resolution 640 × 480

Minimum illuminance 0.5 lx, 30 IRE
Shutter speed from 1/30000 to 1/2

(a) Pointing gestures for device operation

(b) Start and end gestures for device operation

Fig. 3. Overview of the gestures used in this method.

dicular to the ground. After the home appliance operation
was complete, the system was retriggered by performing
the home appliance operation start gesture.

The proposed method integrates YOLO and OpenPose
to develop a pointing-based spatial interaction system and
sets a variable threshold depending on the distance to
the manipulation target when judging arm pointing oper-
ations. In addition, epipolar constraints were used to ob-
tain the center points of skeletal points and home appli-
ances through triangulation, thereby reducing the negative
effects of false positives on recognition accuracy.

3.3. Detection via YOLO
Appliances are detected by YOLOv4 [17]. When an ob-

ject is detected, a bounding box appears as shown in Fig. 5.
The objects detected are a sofa, a TV, and a humidifier. In
this paper, two types of home appliances were considered:
TV and humidifiers. We annotated 122 photographs taken
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Fig. 4. Flowchart of the proposed system.

Fig. 5. Object detection results: bounding boxes.

in the experimental environment with different positions
of the home appliances to create a dataset that could detect
the TV and humidifier with high accuracy. The 122-pair
dataset after annotation was expanded to 2928 pairs by
adding noise, adjusting brightness, rotating, and other pro-
cessing. Of the 2928-pair dataset, 2050 pairs were used
for training and the remaining 878 for testing. Test results
showed that the average compliance rates for the sofa, TV,
and humidifier classes were 100%, 100%, and 99.1%, re-
spectively.

3.4. Detection of Skeletal Points
Skeletal points were detected using OpenPose [16], and

the 2D pose of a person was estimated from an image.
OpenPose is a CNN-based algorithm that performs person
pose estimation by cascading heatmaps and part-affinity

Fig. 6. Skeletal points detection results.

fields. Since a confidence value was calculated for each
skeletal point obtained using OpenPose, skeletal points
with a confidence level of 0.60 or higher were used for ges-
ture recognition. The detected skeletal points were shown
in Fig. 6. Our method performs gesture recognition by
observing the skeletal points of the right elbow and right
wrist.

3.5. Recognition of Gestures
As shown in Fig. 5, bounding boxes of the same appli-

ance are visible in each camera. The center point of the
bounding box is considered to be the center point of the
home appliance. The 3D coordinates of the center point
of the home appliance are calculated from the 2D coor-
dinates of the home appliance center point obtained from
each camera by using triangulation [18]. Similarly, the
2D coordinates of the elbow and wrist skeletal points ob-
tained from each camera were used to calculate their 3D
coordinates via triangulation. Let (𝑥𝑎, 𝑦𝑎, 𝑧𝑎) be the 3D co-
ordinates of the center point of the home appliance, and
(𝑥𝑒, 𝑦𝑒, 𝑧𝑒) and (𝑥𝑤, 𝑦𝑤, 𝑧𝑤) be the 3D coordinates of the
right elbow and right wrist, respectively.

The pointing vector 𝑣𝑝 from the right elbow to the right
wrist is obtained by Eq. (1). The vector 𝑣𝑎 from the right
elbow to the center of the appliance is obtained by Eq. (2):

𝑣𝑝 =
⎡
⎢
⎢
⎣

𝑥𝑒 − 𝑥𝑤
𝑦𝑒 − 𝑦𝑤
𝑧𝑒 − 𝑧𝑤

⎤
⎥
⎥
⎦

, (1)

𝑣𝑎 =
⎡
⎢
⎢
⎣

𝑥𝑎 − 𝑥𝑒
𝑦𝑎 − 𝑦𝑒
𝑧𝑎 − 𝑧𝑒

⎤
⎥
⎥
⎦

. (2)

The gesture to initiate home appliance operation is
shown in Fig. 3(b). The appliance operation start gesture
is recognized when the angle between the space vector 𝑣𝑝
and the space vector parallel to the ground is in the range
from 1.25 rad to 1.58 rad and the right wrist is above the
right elbow. On the other hand, the operation end gesture
is recognized when the angle between the space vector 𝑣𝑝
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and the space vector parallel to the ground is in the range
from 1.25 rad to 1.58 rad and the right wrist is below the
right elbow.

After the home appliance operation start gesture is rec-
ognized, the operator can turn on the home appliance by
pointing towards its center. The angle 𝜃 between these two
spatial vectors is used to determine appliance operation and
is obtained by Eq. (3). The appliance selection state is ac-
tivated when the angle 𝜃 between the vectors is less than or
equal to a threshold value 𝜃th:

𝜃 = arccos
(

𝑣𝑝 ⋅ 𝑣𝑎

|𝑣𝑝||𝑣𝑎|)
. (3)

Assuming that the distance to the object being pointed at
has an effect when pointing at the center of the object, we
used the threshold 𝜃th to determinewhether the home appli-
ance operation selection varied depending on the 3D dis-
tance |𝑣𝑎| between the center of the home appliance and
right elbow of the operator. A video of pointing at the cen-
ter of the home appliance was acquired from positions near
and far from the center of the home appliance. The rela-
tionship between the distance from the elbow to the center
of the appliance was determined along with the angle for
one operator instructed to keep pointing at the center of
the appliance. As a result, we found that there is a nega-
tive correlation between the 3D distance |𝑣𝑎| and angle 𝜃.
Thus, we empirically obtained Eqs. (4) and (5), to deter-
mine whether the operator is pointing at the center of the
TV or humidifier, respectively:

(TV )𝜃th = 0.50 − 0.10 ⃗|𝑣𝑎|, (4)

(Humidifier)𝜃th = 0.46 − 0.05 ⃗|𝑣𝑎|. (5)

4 . Experimental Evaluation

4.1. Experimental Conditions
To verify the recognition rate, operational accuracy, and

usability of the proposed method, three experiments were
conducted in an actual environment, as shown in Fig. 7(a).
After a brief explanation, ten subjects were asked to partic-
ipate in the experiment, and the screen shown in Fig. 7(b)
was presented as feedback. When a gesture to start home
appliance operation was recognized, the word “control-
ling” was displayed in red letters in the upper left cor-
ner, and when a gesture to end home appliance operation
was recognized, these letters disappeared. A bounding box
with blue lines around the target home appliance was dis-
played when a pointing operation was recognized. The op-
erations chosen in this study involved switching the devices
on or off.

Experiment 1 evaluated the accuracy of gesture recog-
nition using skeletal points in a real environment. The
subject performed the gesture of the appliance control
start/end, as shown in Fig. 3(b). The recognition accuracy
(success rates) of the operations being recognized by the
system was recorded. In Experiment 2, the subjects ac-

(a) Experimental environment

(b) Feedback screen shown to participants

Fig. 7. Experimental situation.

tually operated the TV and humidifier using pointing ges-
tures, and the recognition accuracy (success rate) of the
operations was recorded. In Experiment 3, the usability of
the system was evaluated based on the subjects’ responses
to a questionnaire without conducting a review, as we were
told by our university’s Ethical Review Office that we need
not apply for a review. In Experiment 4, recognition accu-
racy (success rate) was evaluated for random positions of
appliances and people. In Experiment 5, we used a smart
speaker to control a home appliance from a random posi-
tion for comparison with gesture-based methods.

4.2. Experiment 1
In addition to Fig. 3(b), Table 2 summarizes the

start/end gestures and combinations of operations per-
formed.

These two types of gestures were performed ten times
each at positions A and B, as shown in Fig. 7(a). The
gestures were performed for 5 s each, and each gesture
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Table 2. Combination of the performed operation and the
gesture for switching.

Operation Gesture
Start Raise right forearm perpendicular to the floor
End Lower right forearm perpendicularly to the floor

Table 3. The recognition accuracy for the switching oper-
ations [%].

Position A Position B Average
Start 89 73 81
End 87 70 79

Table 4. Recognition accuracy of each operation [%].

Appliance Status Position A Position B Average
TV Standing 57 75 66

Sitting 34 61 48
Humidifier Standing 95 72 84

Sitting 92 88 90

was considered successful if the operation was recognized
within 5 s. The results of the gesture recognition accuracy
in this experiment are shown in Table 3.

The recognition accuracy of the gesture for initiating the
home appliance operation was 89% at position A and 73%
at position B. The recognition accuracy of the gesture to
terminate the home appliance operation was 87% at posi-
tion A and 70% at position B. Therefore, the average recog-
nition accuracy of the gesture to start the home appliance
operation was 81% and to end the home appliance opera-
tion was 79%. The results showed that real-world gesture
recognition using skeletal points can be performed with
high accuracy.

4.3. Experiment 2
In Experiment 2, the subjects performed the device op-

eration by gesturing towards the center of the appliances,
thereby evaluating the recognition accuracy by which the
operations are recognized. The appliances were operated
by pointing 10 times in the standing and sitting positions
from positions A and B, as shown in Fig. 7(a). The objects
to be operated were a TV and a humidifier. Table 4 shows
the experimental results.

When the user operated the TV while standing, the
recognition accuracy was 57% at position A and 75% at
position B. The average recognition accuracy was 66%.
When the user operated the TV while seated, the recogni-
tion accuracy was 34% at position A and 61% at position B,
with an average recognition accuracy of 48%. The recog-
nition accuracy of the humidifier operation in the standing
state was 95% at position A and 72% at position B, with an
average recognition accuracy of 84%. In the seated posi-
tion, the recognition accuracy of the humidifier operation
was 92% at position A and 88% at position B, with an aver-
age recognition accuracy of 90%. The average recognition
accuracy exceeded 50% for all three patterns except for the
seated TV operation.

Table 5. The SUS score of this system.

A B C D E F G H I J Average
52.5 85 77.5 75 75 90 65 82.5 75 50 72.75

The results in Table 4 show that the average recognition
accuracies for the TV and humidifier operations were 57%
and 87%, respectively.

4.4. Experiment 3
To evaluate the usability of the system of the proposed

method based on the questionnaire, system usability scale
(SUS) [19], to evaluate the user’s subjective and overall
satisfaction with the system. The questionnaire used a
5-point Likert scale [20], with 1 being “completely dis-
agree” and 5 being “completely agree.” Subjects were
asked to select one of the five levels they fell into for each
question. The contents of the questionnaire are as follows:

Q1. I would like to use this system often.

Q2. I thought the system was unnecessarily compli-
cated.

Q3. I thought the system was easy to use.

Q4. I think we need the support of a technician to use
this system.

Q5. I thought the various functions were well inte-
grated.

Q6. I thought this system had many inconsistencies.

Q7. I think most people will be able to use it right
away.

Q8. I found the system very difficult to use.

Q9. I felt very confident in using this system.

Q10. I had to learn a lot of things to master this system.

The following is the method used to calculate the score
for each subject in the SUS:

• Subtract 1 from the response score of the odd-
numbered question.

• Subtract the response score from 5 for even-numbered
questions.

• Add up all the converted scores and multiply by 2.5.

The calculated SUS scores for each subject and their aver-
age scores are shown in Table 5. The SUS score of this
system was calculated to be approximately 72.8.

4.5. Experiment 4
In this experiment, the operation recognition rate was

evaluated for five subjects in a situation in which the po-
sitions of the home appliance and standing operator were
random. In each trial, the subjects performed the operation
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Fig. 8. Image from camera 2: changes in humidifier and
fan positions for each subject.

Table 6. Recognition accuracy of each operation [%].

Appliance Average
TV 53

Humidifier 93
Fan 93

Table 7. The recognition accuracy of each situation via a
smart speaker [%].

Situation Average
One-person situation 95
Multi-person situation 35

by pointing at the appliance from a random position. The
participants operated each appliance once. Three types
of home appliances were operated: TVs, humidifiers, and
fans. As shown in Fig. 8, the positions of the humidifier
and fan were changed by the subject for each run, as well
as the subject’s standing position:

(Fan)𝜃th = 1.05 − 0.11 ⃗|𝑣𝑎|, (6)

The operation of the electric fan was judged empirically
using Eq. (6).

The experimental results are presented in Table 6. The
average recognition accuracy exceeded 50% for all the ap-
pliances. The results in Table 6 show that the average
recognition accuracy for the TV operation was 53%, and
for the humidifier and fan, 93% each.

4.6. Experiment 5
An experiment was conducted using a smart speaker

with one subject. The results were compared with our
gesture-based method in terms of accuracy, thereby identi-
fying future issues with the proposed method. In the same
experimental environment, a smart speaker using Google
Voice Search was placed at the center of the space shown
in Fig. 1(a) and instructed to operate the home appliance
20 times from a random position. The experiments were
conducted in two different environments: one in which
only one operator was present and the other in which mul-
tiple people conversed with each other.

The experimental results are shown in Table 7, which
shows that operation instructions were recognized with
95% accuracy in a one-person environment and 35% ac-
curacy in a multiple-person situation.

5 . Discussion

The experimental results are discussed in this section
based on Experiments 1, 2, and 4 in relation to the accuracy
of home appliance operations based on gesture recogni-
tion. Subsequently, the usability of the system is discussed
based on the results of Experiment 3. Finally, the chal-
lenges and prospects of the proposed gesture-basedmethod
are compared with experimental results using smart speak-
ers, based on the results of Experiment 5.

5.1. Evaluation of Recognition Gestures
The results of Experiment 1 show that the recognition

accuracy of gestures for switching the start/end of home
appliance operations is high. This indicates that gestures
are effective in preventing misoperation. However, the
recognition rate at position B is lower than that at posi-
tion A. This may be because the operator’s head was lo-
cated close to the camera at position B, and skeletal point
detection did not work well because the right arm was hid-
den by the head.

The results of Experiment 2 confirm that the accuracy
of recognizing home appliance operations by pointing the
arm is greater than 50%, except in certain situations. Ta-
ble 4 shows that the recognition accuracy of the TV power
operation is lower than that of the humidifier. This is at-
tributed to the fact that the TV is larger than the humidifier,
making it difficult to target the center of the TV. In fact, in
the TV manipulation experiment, the subjects sometimes
changed the direction in which they pointed their arms.

Moreover, the operation recognition accuracy was lower
in the sitting state than in the standing state, regardless of
position, only when operating the TV. This may be due
to changes in eye level. As the humidifier was in a low
position, it could be viewed from above while sitting or
standing. Therefore, the ease of pointing did not change.
However, the TV was placed at a high position. Therefore,
when the subjects were standing, they could point to the
center of the TV from above, whereas when seated, they
pointed to the center of the TV from below, making it inac-
curate. This experiment suggests that a change in posture
reduces the accuracy of the operation. However, for op-
erations on moving objects such as robots, gesture-based
methods have been shown to be more intuitive than button-
based methods when posture changes are considered [21].
This suggests that in the future, gesture-based operations
may be useful in the operation of moving home appliances
such as robot vacuum cleaners.

Experiment 4 evaluated the operational recognition ac-
curacy when the appliances were placed at random posi-
tions. The accuracy of the TV operation was 53%, and that
of the humidifier and fan operation was 93% each. The rea-
son for the lower accuracy of the TV operation compared
with the operation of other home appliances may be the
same as in Experiment 2. This may be due to the fact that
the area of the home appliance was visually larger than that
of other home appliances, making it difficult to point to the
center of the home appliance. In addition, the humidifier

506 Journal of Robotics and Mechatronics Vol.37 No.2, 2025



Unconstrained Home Appliance Operation

and the fan were sometimes placed at high position by the
subjects during the experiment and were at the same height
as the TV. However, the humidifier and fan were success-
fully operated even in such cases, suggesting that the height
of the home appliance did not affect the accuracy of the
operation. Therefore, we found that two factors affect the
accuracy of the operation: a change in viewpoint necessi-
tating a change in posture and a change in the visual area
of the appliance. In some cases, misidentification occurred
when fans and humidifiers were located close to each other.
In most cases, one of the home appliance operations was
recognized more often than the other. However, when two
home appliances are in close proximity, operations are re-
quired for correct identification when misrecognition oc-
curs.

In the future, a new gesture recognition method that
considers the operator’s posture will be proposed so that
changes in the line of sight do not affect the accuracy of
operation recognition. Camera pairs should be selected to
avoid occlusion not to affect the accuracy of gesture recog-
nition. In addition to the above improvements, a function
is required for determining and correcting misrecognition.
Misrecognition can be identified by determining the user’s
posture and the situation in which the user is attempting to
perform the gesture. If a discrepancy exists between the
posture or scene and the gesture being recognized, an ef-
fective workaround is to not perform the operation asso-
ciated with the gesture. Furthermore, the system provides
feedback to the user on the discrepancy determined by the
system for the user to correct the operation. This reduces
the number of erroneous operations and allows the user to
employ the system with confidence. Currently, the feed-
back screen shown in Fig. 7(b) is presented to the user;
however, it should be more user-friendly.

In addition, only the simple operation of turning the
power on and off was performed in this experiment; how-
ever, in practice, it would be desirable to operate various
functions. Thus, we are considering the following two de-
velopments:

• Function selection and adjustment by pointing up or
down.

• Shortcuts and detailed function operations using the
command space.

Operations such as volume control can be performed by
changing the pointing in the up/down direction. For TVs
that display functions on the screen, pointing can be used
to select the function to be executed by moving the pointer
up, down, left, or right from the initial position.

Home appliances perform various functions. In remote-
control operations, in many cases, a function is used by
searching for and pressing the button for each function in
the remote control, or by performing multiple operations.
Therefore, shortcuts to frequently used functions and com-
plex hierarchical operations would increase the practicality
of gesture-based operations. The command space [7] that
we have been studying for some time can be used to short-
cut complex and detailed operations that cannot be handled

by pointing alone. To improve the learning rate of opera-
tion techniques as operations become more complex, we
are conducting research on mixed reality goggles to visu-
alize the command space.

In addition, for future practical applications, image in-
formation from various home appliances should be added
to the dataset, which would be useful for extending the
method by referring to [22].

5.2. Evaluation of Usability
In [23], Sauro explained that the average SUS score is

68.1 points for data revealing the relationship between the
SUS score and percentiles based on more than 5,000 SUS
score measurements. The SUS score for this method was
found to be 72.8 in Experiment 3. This indicates that the
system exhibits excellent usability.

Currently, the only operation that can be performed us-
ing this system is to switch the device on or off. The burden
on the user is expected to increase as the types of operations
and the complexity of the operations increase. To make
an appliance control system multifunctional while main-
taining high usability requires a system that is easy to un-
derstand from the beginning and is capable of recognizing
robustly and quickly to various user gestures.

The usability evaluation was conducted to ensure that
the minimum usability level was met. In the future, we
would like to devise methods to ensure that even if opera-
tions become more complex, they do not fall below a cer-
tain threshold value. The SUS of commercially available
remote controls varies depending on the panel design. As
no study exists with exactly the same problem, we plan to
create a remote control that can adapt to the functionality
of the device in future studies.

5.3. Challenges and Future Prospects Compared
to Speech Recognition Methods

The results of Experiment 5 show that the accuracy of
the smart speaker in operating home appliances was 95% in
the one-operator situation and 35% in themultiple-operator
situation. The highest average accuracy was 93% in Ex-
periment 4, in which only one operator was in the room
and operated the home appliance from a random posi-
tion. Based on these results, the accuracy of controlling
home appliances by voice using a smart speaker and using
the proposed method are comparable, and both are useful.
However, the accuracy of the proposed method changed
significantly, depending on the operator’s posture and the
position of the home appliance. In the future, we aim to
devise a method that can solve these problems and make
the method as versatile as a smart speaker. We also aim
to make the proposed method usable in multiperson situa-
tions.

6 . Conclusion and Future Work

In this study, we propose a system for controlling home
appliances using multiple camera views that do not require
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prior information about the locations of the appliances or
users. This system allows the operator to turn home appli-
ances on and off using arm-pointing gestures. The system
can also switch between the start and end of home appli-
ance operation to prevent accidental triggering of the home
appliance. The proposed method was experimentally eval-
uated and found to have high recognition accuracy and us-
ability in experiments. However, the operation accuracy
was found to be easily affected by changes in the opera-
tor’s posture and the size of the home appliance compared
to existing voice recognition-based operation methods us-
ing smart speakers.

In the future, this system should be improved to be ap-
plicable to multiperson situations. In this study, the system
was constructed such that only the operator was present in
the environment. However, adding a function that would
distinguish the operator in a multiperson situation would
make it more robust. Moreover, robots that coexist in space
(such as robotic vacuum cleaners) will be expected tomove
to the destination pointed to by the arm and perform tasks.

Tools that allow spatial interaction improve the commu-
nication between people and intelligent devices. For ex-
ample, when a person who has difficulty moving requires
assistance, a simple gesture can be used to call a care robot
and provide it with spatial instructions.
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