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ABSTRACT

In this paper, we propose a wide-range and high-accuracy
fisheye stereo camera using the fisheye vertical stereo method.
In stereo measurement with two fisheye cameras placed hor-
izontally, increased mismatching occurs due to template
matching along curved epipolar lines. Additionally, be-
cause the baseline is horizontal, there is a decrease in the
distance measurement accuracy in the left and right areas of
the image. Therefore, by placing fisheye cameras vertically
and straightening the epipolar lines, we reduce mismatching
during template matching in stereo measurement, achieving
high-accuracy stereo measurement. Moreover, by making the
baseline vertical, we improve the distance measurement accu-
racy in the left and right areas. Experiments demonstrate that
the distance measurement accuracy of our proposed method
is higher than that of conventional methods.

Index Terms— Fisheye Stereo Camera, Fisheye Vertical
Stereo Method, Three-dimensional Measurement

1. INTRODUCTION

1.1. Background

In recent years, driver assistance systems have become widely
adopted [1, 2]. These systems require the understanding of
the surrounding environment for purposes such as obstacle
detection, primarily utilizing distance information. Stereo
cameras, LiDAR, and SONAR are typically used to obtain
distance information. However, they often have narrow mea-
surement range and/or low angular resolution of distance
measurement, making it difficult to detect thin obstacles.
While measurement range can be increased by combining
multiple sensors and mechanisms, problems such as restric-
tions on mounting positions, deterioration of maintainability,
and increased costs arise.

Therefore, this study focuses on fisheye stereo cameras.
Fisheye cameras, with their approximately 180◦ field of view,
enable wide-area measurement with a single unit. Further-
more, their large depth of field results in subjects being less
blurred due to distance, which is advantageous for image
recognition. These benefits have led to the application of
fisheye cameras in automotive vision assistance systems and
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surveillance camera systems. However, in practice, it is dif-
ficult to use fisheye stereo cameras because of the curvature
of the image and epipolar lines. This research focuses on the
important practical problem improving the accuracy of fish-
eye stereo by proposing an alternative camera arrangement
that leads to easier and more accurate stereo matching.

1.2. Related Research

Previous research using fisheye cameras includes studies on
lane detection, vehicle posture estimation, and obstacle de-
tection [3, 4, 5]. There is also research on generating over-
head images using multiple fisheye cameras [6, 7]. Regard-
ing fisheye stereo cameras, previous studies include the fol-
lowing: Hane et al. achieved real-time 3D measurement us-
ing the Plane-Sweep method [8]. Abraham et al. simpli-
fied stereo matching by applying stereo rectification to fish-
eye stereo cameras [9]. Moreau et al. proposed a method for
3D environment reconstruction using a fisheye stereo camera
with an equisolid angle projection model [10]. However, this
method requires significant computational cost. Additionally,
there are examples of applying fisheye cameras to practical
platforms such as Unmanned Aerial Vehicles (UAVs) and ve-
hicles [11, 12]. These studies convert fisheye images to per-
spective projection images to simplify the search for corre-
sponding points. However, this conversion causes stretching
at the image periphery, making stereo matching in peripheral
regions difficult and narrowing the detection range compared
to the original fisheye image’s angle of view [8, 9, 10, 11, 12].
Moreover, research like Roxas et al.’s uses the Variational
Fisheye Stereo (VFS) method without correcting distortion
for fisheye cameras [13]. However, the VFS method itera-
tively optimizes minor variations globally, making it difficult
to measure distance and fine structures at close range where
large variations occur.

In contrast, Ohashi et al. have proposed a method for
3D measurement that reduces distortion in fisheye images by
converting them into equirectangular images [14]. By trans-
forming fisheye images into equirectangular images, which
are represented in a Cartesian coordinate system with the
azimuth angle λ and elevation angle φ as the horizontal and
vertical axes, respectively, this method achieves distortion
reduction in fisheye images without stretching the periph-
eral parts and simplifies the search for corresponding points.
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Fig. 1: The flow of proposed method

Fig. 2: Conversion to equirectangular images

However, the method still suffers from increased mismatch-
ing due to template matching along curved epipolar lines,
leading to inadequate distance measurement accuracy. On the
other hand, Iida et al. have proposed the pseudo-bilateral filter
as a method that fuses region-based stereo measurement with
feature-based Structure from Motion (SfM) [15]. Although
the introduction of time-series images significantly improved
distance measurement accuracy, the processing load is too
high for real-time performanc. Additionally, time-series pro-
cessing has the drawback of being inapplicable when the
vehicle is stationary, such as during parking. Moreover, the
methods by Ohashi et al. and Iida et al., which involve placing
cameras horizontally for stereo measurement, result in insuf-
ficient distance measurement accuracy in the image’s left and
right areas compared to near the center due to the direction
of the baseline length [14, 15]. When considering automo-
tive applications, measurement accuracy in the left and right
camera areas becomes crucial. Also, placing cameras on the
left and right sides makes it easier to extract vertical edges
in the environment but more challenging to extract horizontal
edges. When envisioning camera sensors for automotive or
mobile robot applications, the environment often contains
horizontal edges, such as cars, curbs, and steps.

Therefore, when considering deployment on vehicles
or mobile robots, it is necessary to accurately extract hor-
izontal edges in the environment. Our study proposes the
new concept of placing fisheye cameras vertically and pro-
cessing them in the equirectangular projection. This leads
to straight epipolar lines, simplifying stereo matching and
making it more accurate. By having the baseline length ver-
tical, distance estimation accuracy in the left and right areas
also improves. The effectiveness of our proposed method
is demonstrated through simulation experiments and real-
world experiments to evaluate distance accuracy compared to
conventional methods [14].

2. METHOD

2.1. Outline of the Proposed Method

The flow of the proposed method is shown in Fig.1. Initially,
fisheye images are captured from the upper and lower cam-
eras. These captured fisheye images are then transformed
into equirectangular images with reduced distortion. Next,
the transformed equirectangular images are corrected using
stereo rectification with a checkerboard. Then, using the
stereo-rectified equirectangular images, the disparity is ob-
tained by performing template matching along the image’s
vertical epipolar lines. Finally, distance is calculated using
the obtained disparity.

2.2. Conversion to Equirectangular Images

In this study, stereo measurement with reduced distortion ef-
fects is achieved by converting fisheye images into equirect-
angular images. However, since the output images are prone
to errors, image correction is employed to mitigate the im-
pact of these errors. Therefore, image correction that consid-
ers the camera’s intrinsic parameters is performed to reduce
the impact of errors. The OcamCalib Toolbox proposed by
Scaramuzza et al. is used for estimating the intrinsic parame-
ters [16]. The conversion of fisheye images to equirectangular
images employs the method proposed by Ohashi et al. [14].
The image conversion results are shown in Fig. 2. From Fig.
2, the vertical distortion of the checkerboard is reduced.

2.3. Stereo Rectification

When conducting distance measurement with two cameras,
it is common practice, for simplification, to align each cam-
era’s optical axis perpendicular to the baseline. In reality, the
optical axes and the baseline of the cameras may not be per-
fectly perpendicular due to discrepancies during camera in-
stallation. Therefore, correction is performed using stereo
rectification with checkerboards. The steps for stereo recti-
fication are shown below.

First, estimate the corresponding points between im-
ages. To estimate the corresponding points between images,
checkerboards are used. Fisheye images of the checkerboard
are converted into equirectangular images. Then, find each
corresponding point of the checkerboard between the images.
The corresponding points obtained through this process are
in equirectangular coordinates (λ, φ), and are converted into
three-dimensional coordinates (x, y, z).This process is per-
formed on images of the checkerboard taken from various
angles. Then, using all the obtained corresponding points,
estimate the external parameters.

Next, using all the corresponding points obtained with the
checkerboard, estimate the external parameters between the
cameras. Initially, calculate the fundamental matrix using the
five-point algorithm from the obtained corresponding points
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(a) Pose transformation using a
pose matrix

(b) Transformation of coordi-
nate axis using position vector

Fig. 3: Rectification by transformation of the 3D coordinates

Fig. 4: Variation of distance measurement accuracy

[17]. Then, by determining the external parameters from the
fundamental matrix, find the translation vector t and the rota-
tion matrix R, which represent the position and orientation of
the lower camera as seen from the upper camera.

From the obtained external parameters, stereo images are
rectified by rotating the 3D coordinates transformed from
equirectangular coordinates [18]. The process overview is
shown in Fig.3. Initially, 3D coordinates projected onto a
hemispherical surface are obtained from the equirectangular
images based on the azimuth angle λ and elevation angle φ.
From the 3D coordinates projected onto the hemispherical
surface, as shown in Fig.3(a), a posture transformation of
the 3D coordinates is performed using the rotation matrix R.
Subsequently, as shown in Fig.3(b), a transformation of the
coordinate axis using the translation vector t is performed, re-
sulting in the 3D coordinates being in a parallel state. Finally,
by converting the 3D coordinates back into equirectangular
coordinates, the images are rectified.

2.4. Fisheye Vertical Stereo Method

First, the advantages of the fisheye vertical stereo method are
discussed. As shown in Fig.4, the distance measurement ac-
curacy varies significantly across image locations depending
on the orientation of the baseline. Therefore, by arranging the
cameras vertically, an improvement in accuracy for the left
and right areas is expected due to the vertical baseline.

The appearance of epipolar lines is shown in Fig.5. In
traditional fisheye stereo methods, template matching along
distorted epipolar lines led to increased mismatches and a de-
crease in accuracy [14]. In this study, leveraging the charac-
teristic of equirectangular images where distortion is reduced
in the vertical direction, epipolar lines can be easily straight-
ened. Although it is possible to straighten epipolar lines when
cameras are placed horizontally, creating equirectangular im-

(a) Epipolar lines in horizontal stereo
(b) Epipolar lines in
vertical stereo

Fig. 5: Template matching in an equirectangular image

Fig. 6: Relation between measurement object and camera

ages in such a case requires rotating the image by 90°, neces-
sitating additional processing steps. Furthermore, straighten-
ing the epipolar lines is expected to reduce mismatches dur-
ing template matching. Discussing 3D measurement using the
fisheye vertical stereo method, it is noted that in stereo match-
ing, incorrect correspondences can occur due to estimation er-
rors of internal and external parameters, lighting conditions,
and other factors. This phenomenon, known as mismatches,
negatively impacts obstacle recognition, necessitating the ex-
clusion of such errors. Hence, this study employs a texture
filter as a mismatch removal method.

Disparity is determined from the upper and lower images
using the fisheye vertical stereo method. The Sum of Abso-
lute Difference (SAD) is used to evaluate similarity during
template matching. As shown in Fig.6, the distance to the
measurement target is calculated using the formula (1):

D = b
cosφd

sin∆φ
(1)

Here, φu and φd represent the elevation angles of each cam-
era, b is the baseline length, ∆φ is the disparity elevation an-
gle, and D represents the Euclidean distance from the upper
camera to the measurement target.

3. SIMULATION EXPERIMENTS

3.1. Experimental Conditions

In this experiment, two accuracy evaluation experiments were
conducted using the 3D CG software Blender. The com-
parison was made against fisheye stereo measurement with
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(a) First environment (b) Second environment

Fig. 7: Experimental environments

cameras placed on the left and right sides [14]. In Blender,
the Cycles render engine was used, and the lens was set to
produce panoramic equirectangular images. The camera res-
olution was set to 1048×1048 pixels, with a field of view of
180◦ both horizontally and vertically, and a baseline length
between the cameras of 0.072m. In the first accuracy evalua-
tion experiment, the true values obtained from Blender were
compared with the measurement results of each method. The
experimental environment is shown in Fig.7(a). In the second
accuracy evaluation experiment, the Root Mean Squared Er-
ror (RMSE) between the true values obtained from Blender
and the distance values obtained from each measurement
was compared. The experimental environment is shown in
Fig.7(b). The elevation angle in the image was kept constant
at 0◦, and square blocks were placed at measurement posi-
tions with azimuth angles of −60◦, 0◦, and 60◦. The side of
the block was set to 1m, and the distance from the camera to
the block was measured at five locations from 1m to 9m.

3.2. Experimental Results

The experimental results are shown in Figs.8-14. Fig.8
presents the true values obtained from Blender. Fig.9 dis-
plays these true values as a 3D point cloud. Fig.10 shows the
measurement results of each method in the first accuracy eval-
uation experiment. Figs.11 and 12 represent the measurement
results of each method in the first accuracy evaluation exper-
iment as 3D point clouds. Fig.13 displays the measurement
results of each method in the second accuracy evaluation ex-
periment, and Fig.14 illustrates the RMSE for each distance
in the second accuracy evaluation experiment.

From Figs.8-12, it is observed that the proposed method
yields denser results compared to the traditional method, in-
dicating that the proposed method produces results closer to
the true values. The results represented as 3D point clouds
show that the proposed method has fewer measurement er-
rors than the traditional method. Additionally, the number
of measurement points is 218, 991 for the traditional method
and 449, 357 for the proposed method, demonstrating that the
proposed method can perform denser distance measurements.
This is attributed to the fact that correspondences are easier to
find during stereo matching as the epipolar lines are straight-
ened from curves. Moreover, measurement results in the left

(a) First environment (b) Second environment

Fig. 8: True value

(a) front view

(b) top view

Fig. 9: 3D point cloud of true value
and right areas of the images are improved, likely due to the
reduction in disparity angle errors at the image edges because
of the baseline orientation.

3.3. Discussion

From Fig.14, it is evident that the RMSE is reduced at each
distance with the proposed method, especially showing sig-
nificant accuracy improvement in the left and right areas of
the images at azimuth angles of −60◦ and 60◦. This confirms
the accuracy improvement in the left and right areas of the
images by changing the baseline orientation. Accuracy im-
provements are also observed near the center of the images
at an azimuth angle of 0◦, likely due to the reduction in mis-
matches as the epipolar lines become straight. The proposed
method shows a larger error at 1m distance compared to 2m
and 3m. Generally, the closer the measurement target, the
larger the disparity and the wider the disparity search range.
At 1m distance, some areas exceeded the set disparity search
range, leading to mismatches. Hence, a larger error at 1m
distance is observed.

(a) Conventional method (b) Proposed method

Fig. 10: Measurement results in first environment
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(a) front view

(b) top view

Fig. 11: 3D point cloud of conventional method

(a) front view

(b) top view

Fig. 12: 3D point cloud of proposed method

4. EXPERIMENTS IN REAL ENVIRONMENT

4.1. Experimental Conditions

A qualitative and quantitative evaluation of the proposed
method was conducted, with the comparison being made
against fisheye stereo measurement using cameras placed
on the left and right sides [14]. The cameras used were
from FLIR’s Blackfly series, and the fisheye lenses were pro-
vided by Edmund Optics. The camera resolution was set
at 1048×1048 pixels, with a baseline length of 0.072m and
a field of view of 180◦ both horizontally and vertically. The
fisheye stereo camera setup used in the experiments is shown
in Fig.15. Range images measured in indoor and outdoor
environments were assessed. The experimental environment
and measurement locations for the quantitative evaluation
are depicted in Fig.16, with different colors indicating dif-
ferent measurement locations. The measurement distances

(a) Conventional method (b) Proposed method

Fig. 13: Measurement results in quantitative evaluation at 1m

(a) Conventional method (b) Proposed method

Fig. 14: Root mean squared error at each distance

(a) Conventional method (b) Proposed method

Fig. 15: Fisheye stereo camera

were set at 1m, 3m, 5m, 7m, and 9m, using black and white
paper as the measurement targets. The targets were moved
left and right to be captured at each of the five locations
shown in Fig.16. The true values were measured with a laser
rangefinder. Measurements were taken by focusing on a point
and measuring the points above and below it, repeating this
process five times to obtain a total of 15 points. The error was
evaluated based on the average and standard error of these 15
points.

4.2. Experimental Results

The experimental results are shown in Figs.17-19. Fig.17
displays the equirectangular images and range images cap-
tured in indoor and outdoor environments. Fig.18 presents the
range images for each method at a measurement distance of
1m and an azimuth angle of 0◦. Fig.19 show the average er-
rors and standard deviations at each measuring distance. The
colors of the bar graphs correspond to the measurement loca-
tions indicated in Fig.16(b). From Fig.17, it can be seen that
it was possible to measure distances to cars, curbs, people,
and other obstacles, especially in the left and right areas of
the images. However, texture-less surfaces like walls could
not be measured, likely due to the use of the texture filter
and the reliance on template matching for finding correspon-
dences between upper and lower images.

4.3. Discussion

From Fig.18, the proposed method shows fewer mismatches
and improved distance accuracy at farther distances. This im-
provement is attributed to the straightening of epipolar lines
during template matching and the presence of many horizon-
tal edges in the environment. Additionally, Fig.18(b) indi-
cates that while vertical edges in the target at the image cen-
ter were not measured accurately, horizontal edges were suc-
cessfully measured, likely due to the vertical orientation of
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(a) Outdoor environment (b) Measurement points

Fig. 16: Experimental conditions

Fig. 17: Results of distance measurement (Same color repre-
sentation as Fig. 10 and 13.)

the baseline. Fig.19 shows that, similar to the simulation ex-
periments conducted in Section III, distance accuracy has im-
proved. At 1m, the distance accuracy of each method is com-
parable. However, from 3m to 9m, the overall distance accu-
racy of the proposed method is enhanced, especially in the left
and right areas of the images at azimuth angles of −60◦ and
60◦, indicating a significant improvement. This improvement
is likely due to the reduction of errors in the left and right ar-
eas of the images due to the vertical baseline. Furthermore,
the reduction in field-of-view angle errors in the left and right
areas results in comparable distance accuracy between the im-
age center and the left and right areas.

(a) Conventional method (b) Proposed method

Fig. 18: Range images at 1m (Same color representation as
Fig. 10 and 13.)

5. CONCLUSION

In this study, we proposed the fisheye vertical stereo method,
which involves vertically arranging fisheye cameras. Through
comparative experiments with conventional methods, we
demonstrated the increase in accuracy as compared to the
conventional fisheye stereo method. Future works include re-
ducing mismatches and improving distance accuracy through
image reprojection optimization. Another avenue is to aim
for robust distance measurement in texture-less environments
by integrating distance information obtained through deep
learning. In addition, straightening the epipolar lines allows
processing fisheye images in the same way as regular perspec-
tive stereo images, providing access to the vast array of stereo
disparity estimation methods. Evaluating these methods and
further improving accuracy will also be considered.

(a) Conventional method (1m) (b) Proposed method (1m)

(c) Conventional method (3m) (d) Proposed method (3m)

(e) Conventional method (5m) (f) Proposed method (5m)

(g) Conventional method (7m) (h) Proposed method (7m)

(i) Conventional method (9m) (j) Proposed method (9m)

Fig. 19: Mean and standard deviation of errors from 1m to
9m
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