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Abstract— We deal with a visualisable and adjustable
gesture-based system for operating home appliances with ges-
tures that can be easily operated and adjusted by anyone.
The system uses “Command Spaces” in which commands for
home appliance operation are tied to a space. These command
spaces are constructed using body-relative coordinates using
gestures at the start of the operation, which enables operation
regardless of the posture and location of the operator. Dif-
ferent manners people are comfortable performing gestures in
different postures. Gestures vary from person-to-person. In this
paper, we construct a system that visualizes them using Mixed
Reality via the Microsoft HoloLens2. This allows the operator
to freely visualize and adjust them, improving the usability
of the appliance operation system. Comparative experiments
showed that operation time, operation accuracy, and usability
were improved when the system was used. This shows that the
system facilitates learning about home appliance operation.

I. INTRODUCTION

Nowadays, there are various products that integrate the
real world and cyberspace. For example, in Japan, a program
to implement “Society 5.0” was defined by the 5th science
and technology basic plan[1]. In Society 5.0, every element
of society is constructed as a digital twin in cyberspace. As
one such technology, several systems have been constructed
to interact with surrounding devices and operate home ap-
pliances without the use of remotes.

For example, Kano et al.[2] and Yan et al. [3] constructed a
home appliance operation system using “Command Spaces”,
i.e. locations in three-dimensional(3D) space where gestures
can be performed. These Command Spaces basically act
as ”virtual 3D buttons” to which various home appliance
operation commands are tied. By placing ones hand in
any one of these spaces, the corresponding ”button” can
be pressed and the specified operation can be triggered,
as shown in Fig. 1. The use of several Command Spaces
can allow multiple operations. These Command Spaces were
fixed at specific locations in a room. They can also be
constructed relative to the operator’s body. However, gestures
and Command Spaces that are fixed in the real world are not
easily understood by user as they are invisible. Each operator
also performs hand gestures in different ways, necessitating
customization and adjustment. In this paper, we propose user-
friendly, customizable Command Spaces for home appliance
interaction that can be visualized and adjusted by the operator
as necessary.
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Fig. 1: Home appliance operation system using command
spaces. The user can operate the TV (upto 6 actions) by
placing their hand in the 3D locations of any of these 6
spheres.

The objective of this study is to build a system that allows
anyone to easily operate home appliances using gestures
performed in customizable Command Spaces. We propose a
system that uses the Microsoft Hololens 2, a Mixed Reality
(MR) headset, to enable this. Using our proposed system,
Command Spaces can be visualized and adjusted as the user
desires.

II. RELATED WORKS

Most previous studies on gesture recognition focus on
hand gestures[4]-[11]. Verdadero et al. used deep learning
to learn hand shapes to enable gesture recognition[4]. Wu
et al. recognized hand trajectories and enabled operation
according to the shapes drawn by the hand[5]. There have
been other studies of gesture recognition using Android
smartphones[6][7]. However, all of these require the user to
be close to the device, which can be inconvenient. In contrast,
in our proposed system, Customizable Command Spaces can
be constructed and operated anywhere in the room, regardless
of location.

There are also studies on capturing the entire body to
enable the operation of home appliances regardless of loca-
tion. Li et al. recognize the trajectory of the arm and enable
home appliance operation by arm movements[8]. Bhat et al.
used hand trajectories to write letters and used to control a
drone[9]. However, since different gestures are tied to each
operation, they need to be memorized. With our proposed
use of customizable Command Spaces, the operator simply
needs to place their hand in the space designated for the
desired command. We achieve this with the help of a Mixed
Reality (MR) headset as a tool to visualize and adjust them
as desired.
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As for visualization with MR headsets, Chen et al. vi-
sualized facial pressure points in 3D to facilitate technique
learning[12]. Peng et al. reduced errors by visualizing pro-
cedures for operations in hazardous environments[13]. Xiao
et al. visualized the simulation of a spacecraft[14]. These
results show that MR visualization offers many advantages.

Therefore, a home appliance operation system that can be
visualized and adjusted using MR and operated from any
location would be highly beneficial.

III. PROPOSED METHOD

A. Overview

Our proposed method consists of two systems running
in parallel: Command Space visualization and adjustment
system and home appliance operation system. In the com-
mand Space visualization and adjustment system, Command
Spaces are visualized using a HoloLens. The system allows
the operator to visualize the location of the Command
Spaces, and change their positions and sizes. This enables
operation with Command Spaces that match the operator’s
physique and preferences. The operator is only required
to wear the HoloLens for visualizing and adjusting the
Command Spaces. Then the operator can interact with the
appliances via the home appliance operation system with
simple gestures. The home appliance operation system reads
the updated location of the Command Spaces that have been
changed by the Command Space visualization and adjust-
ment system and performs gesture detection via multiple
cameras in order to execute the desired command. The
Command Spaces in our proposed system use body-relative
coordinates.

B. Home Appliance Operation System

A schematic diagram of the system is shown in Fig.1. In
the system, images are captured from four CCD cameras
installed in the four corners of the ceiling. OpenPose[15]
is applied to the obtained images to extract the operators’
skeletal point information. The two-dimensional coordinates
of the skeletal points obtained from several images are ac-
quired and their 3D coordinates are obtained by triangulation
with multiple cameras. Gesture recognition performed by
detecting whether the operator’s hand is within a particular
Command Space for a set amount of time. We also set a
gesture for indicating the start of the operation to avoid
accidental triggering.

1) Start Gesture: A gesture to indicate the start of appli-
ance operation is essential to prevent accidental commands.
For this, we chose a gesture where the operator’s right hand
is extended in front of the body. A flowchart for detecting
the start gesture is shown in Fig. 2.

In order to detect the start gesture, we define the 3D
coordinates of the center point of the right wrist and chest as
W(xw, yw, zw), C(xc, yc, zc) respectively. We calculate the
distance between the xw,yw coordinates of the center point
of the chest and the xc,yc coordinates of the wrist. If the
distance is above 0.4 m for 15 frames (approximately 5 sec-
onds), we consider it a start gesture. After that recognition,

when the hand is lowered and the distance is 0.4 m or less,
the gesture to start the operation is recognized as completed.

2) Body-relative Coordinate System for Command Space
Construction: The Command Spaces are defined in front
of the operator for easy operation. However, defining these
relative coordinates with respect to the operators’ torso does
not work as the coordinates rotate as the operator’s body
twists during operation. Therefore, our proposed method
defines a body-relative coordinate system based on the center
points of the operator’s wrist and chest.

We store the xC ,yC coordinates of the chest center
point, and the xW ,yW coordinates of the wrist for each
frame during the frame count of the start gesture. The
respective average values are then obtained. We define the
average coordinates of the center point of the wrist and
chest over all frames as WAvg(xAvgW , yAvgW , zAvgW ) and
CAvg(xAvgC , yAvgC , zAvgC) respectively. The distances be-
tween the center point of the chest and the wrist Dis in the
x-axis direction xd and in the y-axis direction yd are obtained
by (1), (2), and (3) respectively.

xd = xAvgW − xAvgC (1)

yd = yAvgW − yAvgC (2)

Dis =
√

(xd)2 + (yd)2 (3)

We define (x, y, z) as the 3D coordinates of the object for
which relative coordinates are sought, such as wrist coordi-
nates or Command Space. The rotation matrix between the
absolute and relative coordinate systems is R and the relative
coordinates W ′(x′, y′, z′). We obtain these via Equations (4)
and (5).
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The relative coordinates shown in Fig. 3 were thus con-
structed. In addition, the command space follows the body
when the operator moves. This makes it possible to operate
home appliances regardless of the posture and location of
the user at the time of the gesture to start the operation.

3) Command Space Construction and Gesture Recogni-
tion: In previous work [3], Command Spaces were con-
structed as cubical spaces. However, we noticed a large
number of operation errors at the boundaries of the cubes.
Moreover, we noticed that operators often misjudged the
orientations of the cubes. Therefore, we decided to construct
spherical Command Spaces which can be defined only by
spherical centers, are orientation symmetric, and separated
from each other. In order to detect gestures, we calculate the
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Fig. 2: Flowchart of Gestures for Starting Operation

Fig. 3: Construction of relative coordinates

distances between the center coordinates of each spherical
Command Space and the operator’s wrist coordinates. If the
distance is less than the radius of the Command Space for
2 frames, we detect it as a gesture in that space. In the next
section, we describe our approach to allow the operator to
visualize and adjust these Command Spaces as desired.

C. Command Space Visualization and Adjustment System

Since Command Spaces exist virtually and are not physical
entities, it is difficult for operators to grasp their locations,
which can be helped by visualizing them. Each operator may
also wish to adjust these spaces for comfortable operation.
We achieve these through our Command Space visualization
and adjustment system.

This system has two components: a Microsoft HoloLens
app and a server program to synchronize the Command
Space locations with the home appliance operation system.
The HoloLens app uses the Microsoft HoloLens2 Mixed
Reality (MR) headset to visualise and manipulate the com-
mand space. It creates virtual objects in space that can be
manipulated by the operator with their hands in 3D, while
showing the background. An example is shown in Fig. 6.
The server program retrieves and stores the information sent
by the HoloLens app. The operator is only required to wear
the HoloLens for visualization and adjustment.

1) Process Flow: Initially, the server program is put into
standby and connected to the HoloLens app. The operator
can adjust the size and position of each Command Space
on the HoloLens app. After the adjustment is complete, the
radii and center coordinates of the Command Space are sent

Fig. 4: Control Button Fig. 5: Adjustment Mode

to the server program and stored. TCP/IP communication is
used for communication.

The position and size of Command Spaces can be changed
from their initial state in the adjustment mode as shown
in Fig. 5. The adjustment mode can be switched via the
control button shown in Fig. 4. After the change has been
completed, press the button to the right of Fig. 4. This ends
the adjustment mode and the data is transmitted to the server
program.
D. Simultaneously Moving all Command Spaces

If the initial Command Spaces were created in inappro-
priate locations (e.g. locations with obstacles in front of the
operator), it is quite tedious and difficult to move each space
one by one. In cases where Command Spaces completely
coincide with obstacles, it is impossible. To deal with this, we
introduced a button to easily move all Command Spaces to
the control button in Fig.4. The control button automatically
follows the operator as it is a HoloLens entity.

This was done using a hierarchical structure where an
empty object as the parent of all objects. This causes all
objects to move with respect to the empty object when the
coordinates of the empty object are changed. The relative
frontal direction of the entire system relative to HoloLens and
the relative coordinates of the empty object are acquired and
stored when the system starts. When a control button is oper-
ated at an arbitrary position, the stored relative coordinates
of the frontal direction and the empty object are recalled.
They are then reconstructed on the current relative coordinate
system. In addition, the control button is created at a fixed
height to prevent the command space from being created at
awkward positions. The methods enable the Command Space
to be adjusted and manipulated regardless of location.

E. Methods of Obtaining Command Space Coordinates

We constructed a HoloLens app as shown in Fig.6. A cen-
ter mark was placed at the point (x,y,z)=(0.3, 0, 0)[m] on the
HoloLens relative coordinates at the start of application. The
coordinates of the Command Space were obtained in relative
coordinates with reference to the center mark. In addition,
a standing platform, fixed to the ground, was installed to
inform the operator of their initial position. The position
where the toe touches the stand is the operating position.
This enables the operator to return to the same operating
position after moving once. The relative coordinates are
obtained by adding the distance between the center mark and
the HoloLens to the relative coordinates of the center mark
reference. In addition, the HoloLens coordinate system is
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Fig. 6: HoloLens Application

aligned with the user’s eye position, whereas the coordinate
system for the home appliance operation system based on
based on skeleton keypoint detection is aligned with the
chest. Since the distance from the eyes to the chest varies
minimally among individuals, the coordinate systems were
synchronized by pre-measuring the height difference and
inputting this value into the system. The above made it
possible to transmit accurate coordinate data regardless of
posture.

IV. COMPARATIVE EXPERIMENT

A. Experiment Overview

A comparative experiment was conducted to verify
whether Command Space Visualization and Adjustment was
effective in improving the ease of learning the use of
our home appliance operation system. The experiment was
conducted on twelve male subjects in their 20s who had
no experience using the system. Two experiments were
conducted. In Experiment 1, the participants practised using
the system without wearing the HoloLens and then conducted
home appliance operation. In Experiment 2, the participants
practised wearing the HoloLens and then conducted home
appliance operation. The operation time, and operation accu-
racy in the production operation were compared. After each
experiment’s production operation, a questionnaire using the
NASA-TLX[16] and a structured interview were adminis-
tered to evaluate usability.

This allowed us to compare the usability of each experi-
ment. In the experiment, the subjects were divided into two
groups, and Experiments 1 and 2 were performed in different
orders for each group.

(This experiment was approved by the ethics committee
at Chuo University.)

B. Investigating Operation Time and Accuracy of Operation

In Experiment 1, the Command Space arrangement was
communicated to the subjects using diagrams. Subsequently,
home appliance operation was practised using gestures only.
Feedback on recognition completion was given by presenting
an image showing recognition completion on a PC screen and
by verbal communication. Practice was conducted until the
participants had a sufficient understanding of the location

of the Command Space and how to operate it, without
setting a time limit. In Experiment 1, the Command Space
was arranged in the same initial layout for both groups.
In Experiment 2, in which the subjects practiced opera-
tion wearing the HoloLens, they adjusted the Command
Space such that it was easy for them to operate. After
the adjustment was completed, the subjects practised while
wearing the HoloLens. The actual operation experiment was
conducted without HoloLens to ensure the same conditions
in the two experiments. The actual operation was carried out
in a different body orientation from the practice in order
to simulate operation without being restricted by location.
This also ensured that the subjects had to be aware of the
Command Spaces relative to their body. Command space
operation instructions were given in a random order. The time
from the operation instruction to recognition and whether
the correct Command Space was recognized were measured.
The number of misses was added up as the number of misses
if the Command Space was not detected for more than 10
seconds or if a different Command Space was recognized.
When the number of misses in one Command Space reached
three, recognition was deemed impossible.

C. Usability Survey Methodology

In the experiment, a questionnaire using the NASA-
TLX[16] and a structured interview was administered after
the end of the production run of each experiment. This as-
sessed the sense of use. The NASA-TLX[16] is a subjective
assessment method of mental workload, consisting of the
following six subscales: intellectual and perceptual needs,
physical needs, temporal demand, effort, frustration and work
performance. Each is rated on a 0-100 visual analogue scale
(VAS). The overall evaluation is represented by the weighted
workload, which is calculated by multiplying the score of
each subscale by its corresponding weight and then summing
the results. The NASA-TLX[16] scores for each of the two
patterns were calculated and compared.

For the structured interviews, all responses were collected
in a descriptive format. Q1-4 were conducted after each
experiment. Q5-8 were conducted after all experiments were
completed. The structured interviews were as follows.

Common questions to be asked in each experiment
Q1. What was the basis for learning the Command Space?
Q2. How well did you know the Command Space during
practice?
Q3. Did you feel anxious when operating the real appliance
operation system?
Q4. Were there any obstacles in the operation?

Comprehensive questions asked at the end of the experi-
ment.
Q5. Did the adjustment of the Command Space make the
operation easier?
Q6. Which experiment was easier for you to memorise the
Command Space?
Q7. When using the system for the first time, which method
did you feel was more appropriate to your needs?
Q8. Which of the experiments did you find easier to perform?
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V. EXPERIMENTAL RESULT AND EVALUATION

A. Operation Time and Accuracy

The experimental results of the operation time and opera-
tion accuracy for each experiment are shown in Table I. The
average detection time was 3.48s in Experiment 1 and 3.20s
in Experiment 2. The average number of failures was 1.03
in Experiment 1 and 0.82 in Experiment 2. The recognition
failure rate was 25% in Experiment 1 and 28% in Experiment
2.

The above results show that the average detection time and
the average number of failures are better in Experiment 2,
using the HoloLens. However, the proportion of recognition
failures increased in Experiment 2. The reason for this was
that they set the Command Spaces too far or in difficult-
to-reach positions. Therefore, although the average number
of failures decreased, the proportion of recognition failures
increased.

TABLE I: Experimental Results on Operation Time and
Accuracy

B. NASA-TLX

The mean NASA-TLX[16] scores for Experiment 1 and
Experiment 2 respectively are shown in Table.II. Intellectual
and perceptual need was 45.9 in Experiment 1 and 41.2
in Experiment 2. Physical need was 53.9 in Experiment 1
and 44.1 in Experiment 2. Temporal demand was 21.6 in
Experiment 1 and 26.0 in Experiment 2. Effort was 61.8
in Experiment 1 and 52.5 in Experiment 2. Frustration was
55.9 in Experiment 1 and 42.2 in Experiment 2. Work per-
formance was 52.7 in Experiment 1 and 33.1 in Experiment
2. Weighted workload was 55.7 in Experiment 1 and 45.7 in
Experiment 2. The variability of the data is shown in Fig.7.

The results show that the values of attributes other than
temporal demand decreased after wearing the HoloLens. The
reason for the increase in temporal demand in Experiment 2
was because of the pressure felt by the operators for not being
able to execute commands in Command Spaces adjusted on
their own. However, the decrease in the other five items and
weighted workload indicates that the workload decreased in
total by practicing with the HoloLens.

C. Structured Interview

The results of the common structured interviews con-
ducted in each experiment are shown in Table III. In Q1,
about the basis for learning the Command Space, 33% of the
subjects said that they learned by visual information, even if
they were wearing HoloLens. This shows that many people
tried to learn not only by visual information, but also by
feeling, assuming that they would be in the actual situation.

In Q2, how well did they grasp the location of the
Command Space during practice, the number of respondents

TABLE II: Average NASA-TLX Score

Fig. 7: NASA-TLX Score

who answered that they were able to perfectly memorise the
Command Space increased when they could clearly see its
location.

In Q3, when asked whether they felt anxious when oper-
ating the appliance operation system, 75% in Experiment 1
felt anxious because they did not have a clear understanding
of the location of the Command Space. In contrast, in
Experiment 2, 66% said that the difference between the
practice and the live environment made them unsure whether
they could remember correctly and what gestures they had
performed during practice.

In Q4, whether there were any challenges or obstacles
during the performance or practice, 50% in Experiment 1
struggled with understanding the location of specific Com-
mand Space. In Experiment 2, in addition to the same reasons
as in answer to Q3, 33% said that it was difficult to correctly
execute gestures in the Command Space locations set by
them.

The results of the comprehensive interview conducted after
the experiment are shown in Table IV.

In Q5, whether the Command Space adjustment made the
operation easier, 75% of the respondents answered that it was
easier, while 25% answered that it was harder. As reasons for
this, 41% answered that it had become easier by changing
the settings to match their arm length or by positioning the
commands closer together to reduce the burden on their arms.
On the other hand, 25% answered that it had become difficult
because they had made mistakes in the placement of the
Command Space.

Q6, 7 and 8 asked questions comparing Experiments A
and B respectively. 83% of the participants in Q6, 100% in
Q7 and 83% in Q8 stated that Experiment 2 was better. The
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TABLE III: Results of Structured Interview Q1-Q4

reason for this was that 75% said they had a better visual
understanding of the Command Space. Another 8% said that
the adjustments made it easier. On the other hand, 11% said
that Experiment 1 was better as there was less difference
between the practice and the actual operation.

D. Discussion

The experimental results showed that the average opera-
tion time and the average number of failures improved using
the Command Space visualization and adjustment system.
The results of the NASA-TLX[16] and the comprehensive
interviews also showed that Experiment 2 was better overall.
Based on the above, it can be said that the Command
Space visualization and adjustment system was effective
in improving the ease of learning the appliance operation
system. However, there is an issue of reduced operating
accuracy due to the large difference between practice and real
operation. Another remaining issue was that not everyone
was able to arrange the Command Spaces appropriately.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, a gesture-based home appliance operation
system was made user friendly by incorporating a HoloLens-
based Command Space visualization and adjustment method.
Experiments showed that the ease of learning improved
by using the Command Space visualization and adjustment
system.

In the future, we aim to develop a system with enhanced
usability to reduce the burden on the operator. Additionally,
while the current system is designed for home appliance
operation, we plan to explore its application to various other
devices, including robots.
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