
Stereo Rectification for Equirectangular Images

Akira Ohashi,1,2 Fumito Yamano,1 Gakuto Masuyama,1 Kazunori Umeda,1

Daisuke Fukuda,2 Kota Irie,3 Shuzo Kaneko,2 Junya Murayama,2 and Yoshitaka Uchida2

Abstract— This paper proposes a method of stereo rectifica-
tion for stereo camera using two fisheye cameras. Rectification
parameters are estimated from feature points obtained from
an image of an arbitrary environment. Errors due to deviation
of the position and rotation of the left and right cameras are
removed by stereo rectification. The performance of the fisheye
stereo camera using equirectangular images is evaluated by
simulation and experiments. It is shown that accuracy of range
measurement is improved by the proposed rectification.

I. INTRODUCTION

In recent years, increasing numbers of cameras and range
sensors have been installed in vehicles to assist with driving.
Since the cost is proportional to the quantity of sensors, it is
important for sensors to capture a wide range of environmen-
tal information. In this paper, we focus on a fisheye camera.
The fisheye camera has a view angle of 180 degrees or more,
and its size is relatively small. Therefore, the fisheye camera
is easily installed in a vehicle or robot. Several studies have
been conducted regarding the use of fisheye cameras in
vehicles, regarding subjects such as lane detection [1], the
estimation of vehicle pose [2], and obstacle detection [3]. In
some studies, a driver assistance system has been constructed
using multiple fisheye cameras [4][5]. An overhead view
of the entire circumference is created from multiple camera
images. A fisheye stereo camera can be constructed by using
two fisheye cameras. Abraham et al. [6] simplified stereo
matching by rectifying the images of the fisheye stereo
camera. Moreau et al. [7] discussed the epipolar constraint
of fisheye image for equisolid angle projection model and
achieved environmental restoration using a stereo camera.
However, the method has large computational costs. Hane et
al. [8] achieved real-time three-dimensional measurement by
using the plane-sweeping method. In some studies, a fisheye
stereo camera was applied to a practical platform such as
UAV [9] and vehicles [10][11][12]. In these studies, fisheye
images were usually transformed to perspective images to
simplify the corresponding point search of stereo images.
With this, the peripheral regions of the image are severely
stretched. Consequently, it becomes difficult to carry out
stereo matching at the peripheral regions, and the detection
range of the distance becomes narrower than when images
that are not deformed by a fisheye are used. Therefore, we
proposed a fisheye stereo camera that uses equirectangular
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projection as a method of solving image stretching [13].
Equirectangular projection can convert fisheye images into
images in which the vertical axis and the horizontal axis of
the rectangular coordinate system are the latitude and longi-
tude on the hemisphere of the fisheye lens. Equirectangular
projection simplifies the corresponding point search without
severely stretching the peripheral region. However, the accu-
racy of the proposed image correction is low, the accuracy
of the distance measurement is not high, and correction
parameters cannot be updated during distance measurement.
In this paper, to update the correction parameters while
measuring distance, stereo images are rectified by using
feature points in an equirectangular image captured in an
arbitrary environment. We evaluate the proposed wide-range
measurement method by comparing it to a fisheye stereo
camera that uses perspective projection.

II. THE FISHEYE STEREO CAMERA

A. Fisheye Camera Model [14]

Many fisheye lenses use an equidistant projection, which
is the projection model of the distance of the center of the
image proportional to an angle. In addition to equidistant
projection, there are other projection methods, such as or-
thogonal projection, stereographic projection, and equisolid
angle projection. However, an actual fisheye camera does
not follow these ideal projection models exactly. In this
paper, internal parameters are calculated by using the camera
model proposed by Scaramuzza et al. [14], and the influence
due to individual difference of the camera is corrected by
equirectangular projection.

B. Equirectangular Projection

As shown in Fig. 1, when perspective projection is applied
to a fisheye image, the center region of the image is smaller,
and the peripheral regions of the image are stretched. Since
image quality in the reduced center region and the stretched

(a) Fisheye image (b) Perspective image

Fig. 1. Comparison of a fisheye image and a perspective image



(a)Equirectangular image (b) Cylindrical model (c) Polar coordinates (d) Fisheye image

Fig. 2. Process of generating an equirectangular image

Fig. 3. Epipolar lines on an equirectangular image

peripheral regions is bad, it is difficult to obtain correspond-
ing points in these regions by stereo matching. Therefore,
to remove the distortion of the fisheye image and decrease
the stretching of the image caused by projection, equirect-
angular projection is applied to the fisheye image. Since
equirectangular projection can change the fisheye image into
an image vertically equidistant, which has low distortion, and
keep the form of the image, the images with equirectangular
projection can be easily searched for stereo correspondence.
The process of the equirectangular projection is described
below.

1) The target pixel position of the equirectangular image
p′, as shown in Fig. 2(a), is projected into the pixel
position of the cylindrical model q′, as shown in Fig.
2(b).

2) The pixel position of the cylindrical model q′, as shown
in Fig. 2(b), is projected into the pixel position of polar
coordinate q, as shown in Fig. 2(c).

3) By using the internal parameters of the camera, the pixel
position of polar coordinate q as shown in Fig. 2(c), is
projected into the pixel position of the fisheye image p
as shown in Fig. 2(d).

4) The pixel value of the pixel position of the equirectan-
gular image p is inserted into the target pixel position
of the equirectangular image p′.

C. Corresponding Point Search for Equirectangular Image

In this paper, template matching is used to search cor-
responding points. The sum of absolute differences (SAD)
in brightness is used as the similarity. The elevation angle
ϕ, when azimuth angle λ = 0, is ϕ0; epipolar lines of
equirectangular images can be expressed as (1).

ϕ = tan−1(tanϕ0 cosλ) (1)

The trajectory of ϕ when ϕ0 of this equation is fixed at
±90 [◦], ±75 [◦], ±60 [◦], ±45 [◦], ±30 ◦, ±15 [◦], 0 [◦]
are shown in Fig. 3; in other words, Fig. 3 shows epipolar
lines on an equirectangular image. The horizontal axis and
the vertical axis in Fig. 3 correspond to the azimuth angle and
the elevation angle, respectively, of the fisheye stereo camera.
When applying template matching to equirectangular images,
corresponding points are searched for on the epipolar line.

D. Distance Measurement Method for Equirectangular Im-
age

When the baseline length is b, the disparity of azimuth
angle is ∆λ, the azimuth angle between left camera and
measurement target is λl, the elevation angle between right
camera and measurement target is ϕr, the Euclidean distance
between the camera and the object D (note: not the distance
in the direction of the optical axis, hereinafter simply referred
to as distance) is expressed as the next equation:

Z =
b

sin∆λ

cosλl

cosϕr
(2)

From (2), we see that with the stereo camera, measure-
ment accuracy in the horizontal direction is better when
the cameras are placed side by side vertically than when
the cameras are placed side by side horizontally. However,
installing cameras side by side vertically is difficult in
vehicles. Therefore, for this paper, we placed cameras side
by side horizontally.



III. STEREO RECTIFICATION

A. Stereo Rectification for Perspective Images

Although many stereo cameras assume that the left and
right cameras are completely parallel, errors are generated
due to positional and postural deviations of the camera in
real space. Therefore, it is necessary to remove the influence
of the deviation by correcting the image that needs external
parameters obtained from the estimation. To correct the
deviation, a method called stereo rectification [15][16] has
been proposed. When the postures of the left and right
cameras are Rl and Rr, and the positions are Tl and Tr,
the method of stereo rectification of the perspective image is
shown below.

1) Estimate a essential matrix of the cameras by a 5-point
algorithm [17].

2) Calculate Rl, Tl from the essential matrix.
3) Calculate Rrect from eqs. (3) to (8) (Rr = I (identity

matrix), Tr = 0).

R = Rl
T (3)

T = Tl (4)

e1 =
T

||T ||
(5)

e2 =
T√

Tx
2 + Ty

2
[−Ty Tx 0]T (6)

e3 = e1 × e2 (7)

Rrect =

 e1
T

e2
T

e3
T

 (8)

4) Multiply the left image and RrectR, the right image and
Rrect.

Therefore, the left image and the right image are rectified,
and the epipolar lines become horizontal straight lines.

B. Stereo Rectification for Equirectangular Images

To apply the method of stereo rectification outlined in
Section III-A to the equirectangular image, the coordinate
of the equirectangular image is converted to the coordi-
nates of the perspective image. Then, the points in the
perspective image are rectified and converted to the points
in the equirectangular image. The transformation equation
and the inverse transformation equation for the coordinates
of the equirectangular image (λ, ϕ) to the coordinates of the
perspective image (x, y, z) are shown in equations (9) and
(10).

 x
y
z

 =

 tanλ
tanϕ
cosλ
1

 (9)

(a) Equirectangular image (b) Perspective image

(c) 5x zoomed (b) (d) Rectified (b)

(e) Rectified (b) (5x zoomed) (f) Rectified (a)

Fig. 4. Rectification in condition 1

(
λ
ϕ

)
=

(
arctanx

arctan y√
1+x2

)
(10)

TABLE I
ESTIMATED ERROR OF ROTATION AMOUNT AND TRANSLATIONAL

AMOUNT OF LEFT CAMERA

true value estimation value error[%]
roll [

◦
] 5 4.983 0.340

pitch [
◦

] 5 4.977 0.460
yaw [

◦
] 5 5.055 1.100

y [mm] 1 1.080 8.000
z [mm] -1 -1.050 5.000

IV. SIMULATION OF STEREO RECTIFICATUON

In order to evaluate the accuracy of external parameter
estimation and the accuracy of image correction in III-A and
III-B, the method of stereo rectification is simulated by virtual
three-dimensional points in equirectangular image.

A. Simulation Conditions

The baseline length of the fisheye stereo camera is 52
mm, and measurement objects are points in a range of 16
m horizontal (x) , 16 m vertical (y), and 2 m ahead of
the optical axis direction of the camera, and 25921 pairs of
corresponding points in increments of 0.1 m in the x and y



(a) Equirectangular image (b) Perspective image

(c) 5x zoomed (b) (d) Rectified (b)

(e) Rectified (b) (5x zoomed) (f) Rectified (a)

Fig. 5. Rectification in condition 2

(a) Equirectangular image (b) Perspective image

(c) 5x zoomed (b) (d) Rectified (b)

(e) Rectified (b) (5x zoomed) (f) Rectified (a)

Fig. 6. Rectification in condition 3

(a) Left image (b) Right image

Fig. 7. Fisheye images captured in the experimental environment

(a) Left image (b) Right image

Fig. 8. Perspective images converted from Fig. 7

(a) Left image (b) Right image

Fig. 9. Equirectangular images converted from Fig. 7

(a) Unrectified disparity image

(b) Rectified disparity image

Fig. 10. Comparison of disparity image from Fig. 8

directions. Suppose that you can acquire a point. In addition,
to stabilize the estimation of the translation component, the
distance in the optical axis direction of each feature point



(a) Unrectified range image

(b) Rectified range image

Fig. 11. Comparison of range image from Fig. 8

(a) Unrectified disparity image

(b) Rectified disparity image

Fig. 12. Comparison of disparity image from Fig. 9

is added to an average of 2 m and a standard deviation
of 0.5 m, which is according to a normal distribution. The
camera position and the posture of the right camera are fixed
for no rotation and no translation. The camera position and
the posture of the left camera are set with the following
conditions.

1) No rotation and no movement.

2) Rotation of 5 degrees in x-, y-, and z-axis directions,
and move 5 mm in the upper and backward directions.

3) In addition to condition 2, a standard deviation of
1.0 pixel is added in the u and v directions of the
equirectangular image.

(a) Unrectified range image

(b) Rectified range image

Fig. 13. Comparison of range image from Fig. 9

4) The pixel value of the pixel position of the equirectan-
gular image p is inserted into the target pixel position
of the equirectangular image p′.

In condition 3, RANSAC is applied to eliminate large
dispersion points and improve the accuracy of the parameter
estimation. The evaluation value of RANSAC is the deviation
amount in the y direction between corresponding points on
perspective coordinates. The threshold of RANSAC is 0.001,
the number of RANSAC samples is 6, and the number of
RANSAC loops is 10000.

B. Simulation Results

The results of conditions 1, 2, and 3 in the previous
section are shown in Figs. 4, 5, and 6. To evaluate whether
the disparity has been rectified, the central region of the
perspective image is zoomed 5 times. In the simulation of
condition 3, as a result of the final correction, 1900 points
remain within the threshold of the evaluation value. These
points are shown in Fig. 6 (d), (e), and (f). The red line
shows disparity, the center of the colored circle shows the
feature point on the left image, the edge of the red line on
the side that does not have round is the feature point on
the right image, the yellow line is the epipolar line extended
from the feature point of the left image, and the purple line is
the epipolar line extended from the feature point of the right
image. Moreover, in the simulations of conditions 1 and 2,
the estimation error is 0 at the rotation amount (roll, pitch,
yaw, respectively) on the x, y, and z axes and the translation
amount in the y direction and z direction. Table 1 shows the
estimated parameters in the condition 3 simulation.

C. Discussion

Since the external parameters of conditions 1 and 2 are
estimated without error and the parallax is horizontal in Figs.
4 (e) and 5 (e), rectification has succeeded in the simulations
of conditions 1 and 2. Also, the estimation of the external



parameters in the simulation of condition 3 has some errors
that are shown in Table 1. However, since the points in Fig. 6
(f) satisfy the threshold of the evaluation value and points are
scattered throughout the image, rectification is considered to
have succeeded.

V. STEREO RECIFICATION EXPERIMENT

A. Experiment Conditions

As an experiment, range images are generated by using the
proposed method as described above. The CMOS camera that
we used was the Point Grey Research Flea3; the fisheye lens
we used was the SPACE TV1634M. The number of pixels
was 1328 × 1048 pixel, the pixel size was 3.63 m, the focal
length of the lens was 1.6 mm, and the baseline length was
52 mm. The measurement range in the horizontal direction
was 165 [◦], and the vertical direction was 132 [◦]. Since it
searches for corresponding points to the right during stereo
matching, the measurement range in the horizontal direction
is narrower than the horizontal angle of the camera’s view.
Intrinsic parameters of the fisheye camera were estimated
by utilizing the OcamCalib Toolbox [14] in Matlab. The
external parameters and the correction matrix of the left and
right cameras were obtained by the proposed method. The
estimation results of the left camera correction matrix RL,
and the right camera correction matrix RR, are shown below.

RL =

 0.999 −3.271× 10−2 −2.462× 10−3

3.271× 10−2 0.999 −5.725× 10−4

2.479× 10−3 4.917× 10−4 1.000



RR =

 1.000 −1.980× 10−2 −9.114× 10−3

1.980× 10−2 1.000 −1.804× 10−4

9.116× 10−3 0.000 1.000


Since this estimation result shows that the correction

matrix of each camera is close to the identity matrix, the
positions of fisheye stereo cameras that is used in the
experiment is almost parallel.

B. Experiment Result

Figure 7 is a fisheye image of the experimental environ-
ment taken with a fisheye stereo camera; the image in Fig. 8
is Fig. 7 converted by perspective projection. Figure 9 is the
image from Fig. 7 converted by equirectangular projection.
Figures 10 - 13 show the effects of rectification in disparity
images and range images. In Figs. 10 - 13, the colors of red
to blue correspond to 1 to 48 pixels, 0.5 to 10 m.

C. Discussion of Experiment Result

In comparing Figs. 10 - 13, when rectification is not
applied, near object disparity and distance are measured as
being similar to far object disparity and distance. However,
when rectification is applied, the distance between near ob-
jects and far objects can be measured differently. It is thought
that since the corresponding points have little disparity, much
of the influence of the deviation was corrected by rectifi-
cation. However, false matching occurs in the illuminated

regions on the images. This false matching is a problem
that occurs in similar luminance patterns in the template
during template matching; it is thought that in the future,
it will be necessary to investigate the distance measurement
results in regions with similar luminance patterns. Also, since
the accuracy of specific distance measurement is unknown,
quantitative evaluation is necessary.

VI. CONCLUSIONS

In this paper, we have incorporated stereo rectification
using images captured in arbitrary environments into a wide-
ranging distance measurement method. We have done this
by applying a fisheye stereo camera using equirectangular
images in a method of stereo rectification that uses images
captured in arbitrary environments. This has allowed us to
construct a fisheye stereo camera with correction parameters
that can be updated during distance measurement. We aim to
eliminate false matching and evaluate distance measurement
accuracy.
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