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ABSTRACT
A fast human detection system using a stereo camera is con-
structed. “Subtraction stereo”, that can measure distance in-
formation of foreground regions, is used to restrict regions for
human detection and to adapt the detection window size. Two
methods are introduced for human detection. One is a method
based on template matching using gradient images, and the
other is a method using approximated Shape Context (aSC)
descriptors focusing on human upper bodies. High human
detection performance better than the standard HOG-based
method with low calculation cost is achieved by the combi-
nation of the two methods. The effectiveness of the proposed
system is verified experimentally.

Index Terms— Human detection, subtraction stereo,
template matching, gradient image, feature extraction

1. INTRODUCTION

Human detection from images is an important issue for many
applications, such as surveillance and marketing. Many stud-
ies have been presented for human detection. Most of them
used a monocular vision [1, 2, 3, 4, 5, 6, 7, 8], while some
adopted a stereo vision [9, 10, 11]. An overview of several
approaches for human (pedestrian) detection is given in [12].

Various features for object detection from images have
been proposed [1, 2, 3, 4]. Among them, the most standard
one may be Histograms of Oriented Gradients (HOG) features
proposed by Dalal and Triggs [1]. Human detection based on
HOG features is known to be effective. However, HOG-based
methods have an issue to require much calculation cost and
are difficult to be executed in real time. The high calcula-
tion cost is due to the reasons that HOG features themselves
require high calculation cost, and detection windows with dif-
ferent sizes have to be scanned repeatedly on a whole image to
extract HOG features. Zhu et al. [13] extended the HOG de-
scriptor and utilized a cascade classifier structure to fasten the
detection speed. We have presented a fast human detection
method [14] using “subtraction stereo” [15] with HOG fea-
tures. Subtraction stereo gives distance information of fore-
ground regions. Size of detection windows is determined
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Fig. 1. Flow of the proposed scheme

based on the distance information. Additionally, calculation
of HOG features and classification process are restricted to
only foreground regions. Calculation cost and false detection
are reduced by the usage of distance information and the re-
striction. However, the human detection method still relies on
the time-consuming HOG features.

In this paper, we introduce a new scheme to further reduce
the calculation cost without decreasing the capacity of human
detection. We adopt a method based on template matching us-
ing gradient images and approximated Shape Context (aSC)
descriptors [16]. Then we achieve fast and robust human de-
tection by the combination of these two methods, with sub-
traction stereo.

2. FLOW OF THE PROPOSED SCHEME

Fig.1 shows the flow of the proposed scheme. The general
structure is similar to the one in the previous method [14],
except that template matching using gradient image and aSC
descriptors are used instead of HOG features. We explain the
overview of each module of Fig.1 in the following.

(1) Foreground detection using subtraction stereo In a hu-
man tracking scenario, humans are observed as foreground
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Fig. 2. Adaptive scan of detection window with detection of
foreground regions

regions in images. We extract foreground regions with dis-
tance information on each pixel using subtraction stereo [15].
Subtraction stereo is a modification of a standard stereo vi-
sion technique, in which background subtraction is applied to
right and left camera images before stereo matching. There-
fore, disparity is calculated only at foreground regions, which
reduces both false stereo matching and calculation cost. The
following procedures are applied only to the extracted fore-
ground regions.

(2) Adaptation of Detection Window Size We adapt the win-
dow size for human detection using the distance information
obtained using subtraction stereo. In a general human detec-
tion scenario, scan of multiple detection windows with differ-
ent sizes is necessary, which is time-consuming. Using the
distances of foreground regions (and assuming standard hu-
man dimensions such as 1.7m height and 0.7m width), we
can adapt the detection window size.

Fig.2 illustrates the scan of the detection window in this
study. In general, multiple detection windows with different
sizes need to be scanned repeatedly on the whole image (see
Fig.2(a)). On the other hand, a detection window with appro-
priate size is scanned once on only the extracted foreground
regions in the proposed method as shown in Fig.2(b).

(3) Human Detection Using Template Matching and aSC
Descriptors Human detection is carried out using the detec-
tion window with the adaptive size. First, template matching
using gradient image is applied. If the correlation coefficient
obtained by the template matching is high enough, i.e., larger
than a threshold value th1, the target region is classified as a
human region.

When a human image is partially occluded or distorted,
the correlation coefficient tends to become smaller. There-
fore, we apply a human detection using aSC descriptors to a
target region where the template matching produces not large
enough but still large correlation coefficient, i.e., larger than
another threshold value th2. The human detection using aSC
descriptors is based on local features and thus is robust to
occlusion or distortion and works when a whole body of a
human is not observed.

Details of the two methods are given in section 3 and 4.

(4) Unification of Overlapping Detection Windows After
the human detection procedures are applied on the whole im-
age, the human detection is finalized. Many overlapping de-
tection windows that are classified as human regions tend to
be extracted for each person. Therefore, we apply the mean-
shift clustering technique [18] and unify overlapping detec-
tion windows for each person.

3. HUMAN DETECTION BASED ON TEMPLATE
MATCHING

We introduce a template matching method for human detec-
tion. We do not use an image itself but a gradient image
so that the edge information, which represents human con-
tour and thus is effective for human detection, can be used.
HOG features also use intensity gradient in nine directions.
To reduce the calculation cost, we use intensity gradient
only in one direction, i.e., horizontal direction, which corre-
sponds to vertical edges. Furthermore, we produce two one-
dimensional (1D) template images from a two-dimensional
(2D) template image and use them for template matching.

3.1. Template Image Using Gradient Image

The orientation and magnitude of the intensity gradient at
each point of an image are defined as

orientation(i, j) = tan−1 {Ij(i, j)/Ii(i, j)} (1)

magnitude(i, j) =
√

I2
i (i, j) + I2

j (i, j) (2)

where Ii(i, j) and Ij(i, j) are horizontal and vertical intensity
gradients respectively. The gradients can be obtained approx-
imately using the subtraction of left and right pixel values for
Ii(i, j) and upper and lower pixel values for Ij(i, j).

We adopt the magnitude value given in (2) when the ori-
entation is between ±π/4. Magnitude values are averaged
for training images, and then a template image like Fig.3(a) is
constructed. On the contrary, Fig.3(b) represents the gradient
image obtained from the magnitude values when the orienta-
tion is from π/4 to 3π/4. It is shown that horizontal gradient
image represents the approximate contour shape better and is
suitable for the template image.

We obtain three template images from the human images
in the database for three poses: (a) front or back view, (b) side
view, (c) walking. The reason of dividing in three is that the
typical contour shape of a pedestrian corresponds to the three.

3.2. Template Matching Using Accumulated Gradient
Features

A standard template matching using a 2D template image is
still a time-consuming procedure especially when the num-
ber of pixels is large. Additionally, template matching using
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(a) Horizontal (b) Vertical

Fig. 3. Gradient image obtained by averaging training images

a 2D template image tends to be too sensitive to the varia-
tion of gradient image. Therefore, we use two 1D template
images obtained from a 2D template image as illustrated in
Fig.4. We refer to the 1D template image as an (horizontal /
vertical) accumulated gradient feature. This is constructed by
accumulating the intensity values in a same column (horizon-
tal) or row (vertical). The horizontal axis of the accumulated
gradient feature represents the horizontal or vertical coordi-
nates, and the vertical axis represents the accumulated value
in a column or a row that is normalized from 0 to 1.

Template matching is carried out using the two accu-
mulated gradient features. We adopt the normalized cross-
correlation (NCC) method for template matching. The sim-
ilarity between the template image and the target region in
an image is evaluated using the correlation coefficient that is
obtained by the following equation.

RNCC = (RNCCH + RNCCV )/2 (3)

where RNCCH
and RNCCV

are the correlation coefficients
for horizontal and vertical gradient features respectively.

RNCC becomes from -1 to 1, and when similarity of the
template image and the target region is high, it becomes close
to 1. We prepare three templates as explained above. When
RNCC becomes larger than a threshold for one or more tem-
plates, the target region is classified as a human region.

Fig. 4. Accumulated gradient features obtained from template
gradient image

(a) Color image (b) aSC descriptor (c) Codebook

Fig. 5. Outline of the aSC descriptors

4. HUMAN DETECTION USING ASC DESCRIPTORS

The human detection using template matching works well if
the whole body of a person is observed. However, it is often
the case that the lower body of the person is not observed
well or occluded especially when a camera is set at a high
position and tilted. To deal with such cases, we extract local
features from an upper body of a person and use them for
classification.

We adopt aSC descriptors [16] as the local features for
representing an upper body. This feature is easy to extract
with low calculation cost and thus combination with the hu-
man detection using template matching is possible. Fig.5 il-
lustrates the aSC descriptors. They consist of 3×3 cells and
are extracted from a binary image as shown in Fig.5(b). Each
cell has a binary value.

aSC descriptors are used to represent a human upper body.
A human upper body is represented using a set of aSC de-
scriptors, which is called a Codebook. Fig.5(c) shows exam-
ples of the aSC descriptors of a Codebook. A head or shoul-
ders of a human, which are discriminative parts to represent a
human, tend to have horizontal edges and have large vertical
gradients (see Fig.3(b)). Therefore, we extract aSC descrip-
tors from pixels having large vertical gradients. We use 15
kinds of aSC descriptors for constructing a Codebook. In hu-
man detection, we extract 15 kinds of aSC descriptors from
a target region corresponding to a detection window. If more
than half of the features correspond to the ones in the Code-
book, then the region is classified as a human region.

5. EXPERIMENTS

We show experimental results to evaluate the proposed human
detection system. Dalal and Triggs’ method using the HOG
features [1] was compared as a reference.

5.1. Experimental Conditions

We used a stereo camera Point Grey Research Bumblebee2
(color, f=3.8mm, 48fps) and implemented the proposed meth-
ods using a laptop PC Lenovo W700 (CPU: Intel Core2 Duo
3.06GHz, RAM 6GB). Range images and color images of
320×240 pixels are obtained simultaneously with the stereo
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camera. In the reference method, the size of detection win-
dow was set to 30×60 pixels and the detection window was
scanned on the whole image. The threshold values th1 and
th2 in Fig.1 were set empirically to 0.3 and 0 respectively.
We used NICTA pedestrian dataset [19] to make three tem-
plate images for the template matching. 1000 pedestrian im-
ages were used. To make a codebook of aSC descriptors, we
prepared our own dataset. 100 binary images were used.

5.2. Experimental Results

Table 1 and Fig.6 show the experimental results. The height
of the camera position is 5.5m, and camera’s tilt angle is 45◦

in the experiments. TPrate, FDrate, Precision, and Time rep-
resent True Positive rate: rate of the detected human out of
every human, False Detection rate: rate of falsely detected
non-human against every human, the rate that the detected
human is truly a human, and the processing time per a image
respectively. We used 1000 frames for each experiment.

Table 1 shows the following results. The proposed scan
based on subtraction stereo works well, i.e., calculation cost
is reduced much and the indexes of false detection rate and
precision are improved. Each of the two proposed methods
is worse than the reference method based on HOG features,
which is quite natural. However, each of them produces
good performance comparable to the reference method when
combined with the proposed scan. The combination of the
template-matching-based and aSC-descriptors-based meth-
ods gives good results thanks to their complementary charac-
teristics. Even in full scan case, the performance is compara-
ble to the reference method, and when the proposed scan is
applied, every index is better than the reference method.

And we obtain the following results from Fig.6. In (a),
we can see that human detection at the distorted human re-
gions fails. In (b), we can see some falsely detected regions.
And in (c), the best human detection result is obtained by the
combination of the two methods.

Table 1. Performance comparison between the proposed
methods and the standard method using HOG features [1]

TPrate (%) FDrate (%) Precision (%) Time (ms)
HOG(full scan) 79.4 9.6 89.2 158.3

Template(full scan) 73.6 15.2 82.8 32.8
Template(proposed) 72.3 8.2 89.8 8.2

aSC(full scan) 82.9 37.9 68.6 51.2
aSC(proposed) 81.4 12.8 86.4 11.8
Both(full scan) 82.9 15.0 84.7 64.8
Both(proposed) 80.5 7.9 91.1 16.2

Fig.7 and Table 2 show human detection results for other
scenes. We used 100 frames for Scene 1 and 2. Scene 0 is the
same one in Table 1. From these results and Table 1, we can
say that the proposed scheme works at various scenes.

(a) Template matching only (b) aSC descriptors only

(c) Combination of template matching and aSC descriptors

Fig. 6. Comparison of human detection results

(a) Scene 1 (b) Scene 2

Fig. 7. Human detection examples for other scenes

6. CONCLUSIONS

We have proposed a fast human detection system using a
stereo camera. Regions to detect a human are restricted
and the detection window size is adapted using “subtrac-
tion stereo”. We introduced two human detection methods:
a method based on template matching using the gradient
images and a method using aSC descriptors extracted from
upper bodies. High human detection performance better than
the standard HOG-based method with low calculation cost is
achieved by the combination of the two methods with subtrac-
tion stereo. Future work includes improvement of the method
for occlusion, etc., and application to practical problems.

Table 2. Human detection results for various scenes
TPrate (%) FDrate (%) Precision (%) Time (ms)

Scene 0 80.5 7.9 91.1 16.2
Scene 1 83.6 6.1 93.1 14.2
Scene 2 75.2 10.3 87.9 17.8
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