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In car driving support systems and mobile robots, it is
important to understand three-dimensional environ-
ment widely at once. In this paper, we use a fish-eye
camera as a sensor to measure three-dimensional (3D)
environments. This camera can take a wide-range and
distortional image and can be easily mounted on cars.
We propose a method for reconstructing 3D environ-
ment using fish-eye images based on Epipolar-Plane
Image (EPI) analysis. This method enables easy and
stable matching of feature points. The effectiveness of
the proposed method is verified by experiments.

Keywords: fish-eye lens camera, three-dimensional (3D)
measurement, Epipolar-Plane Image (EPI)

1. Introduction

There has been a variety of researches in recent years
into car driving support systems and robot autonomy. In
these fields of research, it is important to acquire a variety
of environmental information, amongst which 3D infor-
mation is particularly useful. Various sensors are used
to acquire information on the external environment, and
these sensor systems are desired to be inexpensive and
simple. One method to obtain wide-range 3D informa-
tion at once is the 3D measuring method using omnidi-
rectional image sequences [1–3]. As sensors to obtain
omnidirectional images, combination of a camera and a
convex mirror [1, 2], and Ladybug2 sensor with six adja-
cent cameras [3] are used. However, these are specialized
sensors which have a problem that their positions to be
installed in a robot or a car are restricted.

For that reason, this study focuses on fish-eye cam-
eras. Fish-eye cameras have an ultra-wide viewing angle
of 180◦ or more. They can capture images of a wide area
at once, and because they are comparatively small they
can be easily mounted on a car or robot. Therefore, they

are installed in a car to be used in systems to provide the
drivers with a bird’s eye view image looking down upon
the car [4–6, a]. In addition, the 3D measuring method us-
ing multiple fish-eye cameras has been proposed [7–10].
Since fish-eye cameras take images of a wide area at once,
images taken with fish-eye cameras (hereafter, fish-eye
images) are greatly distorted at the periphery. Therefore,
compared to images taken by regular pinhole cameras, it
is more difficult to use them for measurements.

This paper proposes a method for taking 3D measure-
ments using multiple fish-eye images acquired with one
fish-eye camera, taking into account distortion in fish-eye
images. Diverse 3D measurement methods using multi-
ple fish-eye cameras [7–10] have been proposed, but when
considering to install the camera in a robot or car, 3D mea-
surement with only one fish-eye camera is desirable from
the viewpoint of installation space and cost. As a method
to reconstruct 3D environment using one fish-eye camera,
it has been proposed to input two fish-eye images mea-
sured from two different positions [11]. In this method,
corresponding points between two fish-eye images are ob-
tained using SIFT features [12] etc., and based on the
correlations the 3D information on the measured environ-
ment and the relative position and direction of the camera
that took the two images are estimated. This method has
the advantage that it can be also used when the camera’s
movement is unknown, but because of the difficulty in
finding corresponding points in the peripheral part of the
images where distortion is high or in the occluded parts,
its application to multiple input images is difficult.

This paper therefore aims to realize 3D measurements
based on Epipolar-Plane Image (EPI) analysis [13, 14]
with multiple fish-eye image input. In EPI analysis, the
camera’s movement is restricted to make fixed epipolar
constraints between images, which facilitate the search
for corresponding points. EPI analysis for wide-angled
view cameras has been applied in omnidirectional cam-
eras [15, 16], but has not been applied in fish-eye cameras.

We will outline in Section 2 the fish-eye camera’s pro-
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jection model. In Section 3, we will explain constraints in
movements of fish-eye cameras and EPI generation from
the fish-eye image sequence. In Section 4, we will pro-
pose a 3D measurement method based on EPI analysis
that takes into account distortions in fish-eye images. In
Section 5, we will verify the effectiveness of our proposed
method through an accuracy evaluation test and a mea-
surement test of an indoor 3D environment.

2. Overview of a Fish-Eye Camera

General pinhole camera models can be expressed as

r = δ tanθ . . . . . . . . . . . . . . (1)

using the angle θ [rad] between the optical axis of lens
and the projection line from the measuring point to the
lens, and the image’s height (distance from the optical
axis to the projection point) r [pixel]. δ is expressed as

δ =
f
w

. . . . . . . . . . . . . . . . (2)

where f expresses the focal distance [mm], and w the
pixel size [mm].

In contrast to the pinhole camera, fish-eye lenses have
different projection models depending on the design.
Representative models are equidistant projection, which
is expressed as

r = δ θ . . . . . . . . . . . . . . . . (3)

and orthographic projection expressed as

r = δ sinθ . . . . . . . . . . . . . . (4)

Due to precision differences in the manufacturing pro-
cess, fish-eye projection methods do not strictly conform
to the ideal projection method. For that reason, the fish-
eye camera model is commonly expressed as follows, us-
ing the odd degree approximation obtained by a Taylor
expansion of the projection model.

r = k1θ + k2θ 3 + k3θ 5 + · · · . . . . . . . (5)

Here k1, k2, k3 are the camera’s internal parameters. When
considering the deviation of the optical axis (cu,cv), the
internal parameter III is

III = [k1 k2 k3 cu cv]T . . . . . . . . . . (6)

The internal parameter III can be estimated by observing
known shape patterns such as straight lines [5].

3. EPI Generation Using a Fish-Eye Camera

EPI is an image of the epipolar plane in 3D spatio-
temporal data formed by sequentially stacked images. In
this research we obtain 3D information through image
analysis of the EPI. In this section we explain a method
to generate EPI from a sequence of fish-eye images taken
by a fish-eye camera.

Because fish-eye images are greatly distorted, common

EPI generation methods for cameras that produce only
slightly distorted images are difficult to apply directly to
fish-eye cameras. In common methods, the camera is
moved in a direction perpendicular to the camera’s optical
axis, and a sequence of images taken at fixed intervals is
input to generate EPI. Then, from the sequentially stacked
3D spatio-temporal data, an image is extracted as EPI on
a plane parallel to the temporal axis and the direction of
travel. In this case, it is easy to find corresponding points
between the input images because the measuring points
included in the EPI are restricted on the EPI plane regard-
less of time. However, when this EPI generation method
is applied to fish-eye images, there is no planar constraint
described above due to great distortion in the fish-eye im-
ages.

In this study, we consider EPI generation for a fish-eye
camera traveling in the optical axis direction. This method
can be applied to such a case as a fish-eye camera fixed at
the front of a car obtains images while moving forward in
a straight line. In our proposed method, we generate EPI
in the following process: i) input a sequence of fish-eye
images taken at fixed intervals by a fish-eye camera mov-
ing into the optical axis direction, ii) create sequentially
stacked 3D spatio-temporal data, and iii) extract an image
on the plane containing the optical axis.

With cameras with little distortion, almost all EPIs are
generated through the camera’s movement in a direction
perpendicular to the optical axis, and there is almost no
EPI generated through the movement in the optical axis
direction. In addition, we have not found any EPI genera-
tion method using fish-eye images.

Figure 1 shows an example of EPI generation from a
fish-eye image sequence. Fig. 1(a) shows an example of a
fish-eye image sequence input for EPI generation and the
plane including the optical axis. Fig. 1(b) shows the EPI
corresponding to the plane.

A fish-eye camera can take a image of a wide area at
once, and this means at the same time that a moving cam-
era can capture the same measuring point in a wide area
over a long time. This is an advantage of EPI analysis us-
ing a fish-eye camera. In the EPI shown in Fig. 1(b), we
can see curved lines which appeared because the fish-eye
camera captured the same measuring point throughout an
ultra-wide angled area. For this reason, we can expect
to realize, through EPI analysis using a fish-eye camera,
wide-area 3D measurements that are difficult to take with
regular cameras.

4. 3D Measurements Based on EPI Analysis of
Fish-Eye Images

We propose a method for 3D measurements through
image analysis of EPI generated from a fish-eye image
sequence. Since EPI contains spatio-temporal informa-
tion of the same measuring points in the fish-eye image
sequence, 3D information is obtained from the trajectory
of measuring points on the EPI.

With our proposed method, EPI is generated on the
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(a) Fish-eye image sequence with epipolar plane

(b) Generated EPI

Fig. 1. Generation of Epipolar-Plane Image (EPI) from fish-
eye images.

plane that includes the fish-eye camera’s optical axis.
Each EPI obtained with the optical axis as the rotation
axis is processed as follows. First, edge detection is car-
ried out to track the trajectories of the measuring points
included in the EPI. Then, the trajectory’s spatio-temporal
gradient is calculated. Lastly, depth is calculated from this
gradient information to obtain the 3D information.

In Section 4.1, we describe the image processing for
edge detection and measuring point tracking in EPI. In
Section 4.2, we explain how to calculate the spatio-
temporal gradient with sub-pixel accuracy. In Section 4.3,
we develop an equation for 3D measurement calculation
that takes into account distortion in fish-eye images.

4.1. Tracking Measuring Points
After detecting the edges in EPI, we use the connect-

ing information to track the spatio-temporal trajectory of
measuring points generated by the camera’s movement.

For edge detection in EPI, we use Canny’s edge detec-
tion algorithm [17]. Fig. 2 shows an example of edge de-
tection, with Fig. 2(a) showing the input EPI and Fig. 2(b)
showing the output binary image of the detected edges.

The edges are detected per pixel. By identifying the
connectivity of the detected pixels, we track the measur-
ing points appearing as trajectories on the EPI.

4.2. Calculating the Spatio-Temporal Gradient
The spatio-temporal gradients are calculated for the tra-

jectory of measuring points in the EPI obtained by edge

(a) Input EPI (b) Detected edges

Fig. 2. Edge detection on EPI using Canny operator.

t

s

p(s,t)

g= dt
ds

/

O

Fig. 3. EPI coordinate system and spatio-temporal gradient
of a measuring point.

detection. For clarification, we define the EPI coordinate
system as shown in Fig. 3. The abscissa s stands for
the spatial direction and expresses the pixel position in
the EPI’s cross-sectional direction. The ordinate t stands
for the temporal direction and expresses the temporal se-
quence number of the fish-eye images.

We consider to make the gradient g for point p(s, t) on
the trajectory of the measuring point

g =
dt
ds

. . . . . . . . . . . . . . . . (7)

to be linear approximation using the edge detection points
neighboring p(s, t). Concretely, the gradient g is approxi-
mated by the direction of the principal axis of the adjoin-
ing edge-detection points in the t ±Δt range.

Because the positions of the edge points detected using
the Canny’s operator are of pixel accuracy, we improve
the approximation accuracy of the spatio-temporal gradi-
ent g by estimating the edge positions in the s-axis direc-
tion with sub-pixel accuracy. Edge positions of sub-pixel
accuracy are estimated as the zero crossing positions of
the second derivatives of the intensity value of the EPI in
s-direction.
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Fig. 4. 3D coordinate system.

Spatio-temporal gradient g includes the depth informa-
tion. This can be understood in a qualitative manner as
follows. The measuring point existing in a certain pixel
position s travels on the EPI following the camera’s move-
ment. The displacement of the measuring point on the
EPI depends on the distance between the camera and the
measuring point; when the measuring point is far from the
camera, the displacement is smaller compared to when the
measuring point is close. Consequently, at the pixel posi-
tion s where a certain distortion exist, the measuring point
with high |g| is far, and the measuring point with small |g|
is close.

4.3. 3D Measurements Tacking into Account Fish-
Eye Image Distortion

We explain a 3D measuring method that takes into
account distortions in fish-eye images, based on spatio-
temporal gradient information calculated from EPI.

Here we consider the equidistant projection expressed
in Eq. (3) as a fish-eye camera model. Equidistant pro-
jection is a representative projection model for fish-eye
lenses, and is positioned as an approximate model for
other projection models. Furthermore, equidistant projec-
tion parameters can be easily set based on the designed
values of the camera and lens.

The 3D spatial coordinate system is defined as shown
in Fig. 4. We consider to measure 3D positions (x,y,z) of
point P, when the fish-eye camera, whose initial position
is origin O, travels in the direction of the Z-axis (optical
axis). The measuring direction θ , which is the angle be-
tween the optical axis Z and OP is

θ = tan−1

√
x2 + y2

z
. . . . . . . . . . (8)

Similarly, if the shooting intervals are dz, measuring di-
rection θn at the shooting position number n is

θn = tan−1

√
x2 + y2

z−dz n
. . . . . . . . . . (9)

When the measuring point P in the 3D space is captured
by a fish-eye camera and forms an image at the imaging
position pi with image coordinates (u,v), the shooting di-
rection φ for the imaging position pi is

φ = tan−1 v
u
. . . . . . . . . . . . . (10)

Furthermore, the image height r at the imaging position
pi is

r =
√

u2 + v2 = s . . . . . . . . . . . . (11)

equal to the coordinate value s of the spatial axis in the
EPI in direction φ .

The curves in the EPI formed by measuring points
P(x,y,z) are

n =
z tan

s
δ
−

√
x2 + y2

dz tan
s
δ

. . . . . . . . . (12)

based on the relation among the projection model ex-
pressed in Eq. (3), the measuring direction θn in Eq. (9),
and the image height r in Eq. (11). The spatio-temporal
gradient g in the EPI is

g =
dn
ds

=

√
x2 + y2

dz δ sin2 s
δ

. . . . . . . . . (13)

In conclusion, the 3D positions (x,y,z) of the measuring
point P can be calculated through

x = dz δ g sin2 s
δ

cosφ . . . . . . . . . (14)

y = dz δ g sin2 s
δ

sinφ . . . . . . . . . . (15)

z = dz

(
δ g
2

sin
2s
δ

+n
)

. . . . . . . . (16)

using the spatio-temporal gradient g.

5. 3D Measuring Experiment

In this section we will verify the effectiveness of the 3D
measuring method through EPI analysis using a fish-eye
camera with two experiments: (1) an experiment to verify
measurement accuracy in an environment where the posi-
tions to be measured are known, and (2) an experiment to
apply the method to measurements in a real environment.

The fish-eye lens we used for these experiments was
the TV1634M from Space Inc., and the camera was the
Dragonfly2 (1024 pixel × 768 pixel) from Point Grey Re-
search, Inc. We used the designed values as follows: focal
length f = 1.6 mm; pixel size w = 4.65 μm. The internal
parameters of the fish-eye camera was δ = 344. The fish-
eye camera was fixed on an XY -stage as shown in Fig. 5,
and the 3D measurements were taken from a sequence
of images which were shot per movement with shooting
pitch dz [mm].
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Fig. 5. Experiment system of a fish-eye camera on transla-
tion mechanics.

d

Fish-eye
camera

Measuring
points

Optical
axis

Fig. 6. Layout of a fish-eye camera and measuring points
for evaluation of measurement accuracy.

5.1. Verification of Measurement Accuracy
In this section we verify the measurement accuracy us-

ing a known environment. For this verification, we sim-
ulated a situation where a car with an fish-eye camera
moved in a straight line to measure a building facing the
road. As illustrated in Fig. 6, we took the measurements
while changing measuring direction θ and the scale d in
the measurement environment.

Concretely, as shown in Fig. 7, the fish-eye camera’s
optical axis was arranged to be parallel with the wall, and
a striped pattern on the wall was measured. There were
five measuring directions θ of 15◦, 30◦, 45◦, 60◦ and 75◦,
and seven measurement environment scale d of 200, 250,
300, 350, 400, 450 and 500 mm. We set the shooting pitch
dz [mm] at 10 mm for d = 500, and other scales d were
set at the same ratio to be dz = d/50.

Figure 8 shows the measurement results converted to
the scale d = 1000 mm in an overhead view. For these
measurements we used seven images to calculate the
spatio-temporal gradients g in EPI. According to Fig. 8,

Fig. 7. Experimental scene for evaluation of measurement
accuracy.

we can confirm that measuring points were obtained in a
wide-angled area with θ = 60◦ and 75◦. This is an ad-
vantage of using a fish-eye lens, as it is difficult to take
measurements in a wide area with a general camera rep-
resented by the pinhole camera model. It is also clear that
when θ was 45◦ or 60◦, measuring points close to the true
value were obtained. On the other hand, errors increased
when θ was 15◦, 30◦ or 75◦, and there was high variability
in measuring points when θ was 15◦.

Figure 9 shows the measuring errors for the measuring
direction θ and the distance rθ in the measuring direc-
tion. The abscissa is measuring direction θ [deg], the or-
dinate in Fig. 9(a) is the error of the measuring direction
θ [deg], and the ordinate in Fig. 9(b) is the error ratio [%]
of the distance rθ in the measuring direction. It is clear
from Fig. 9(a) that there was about −2◦ deviation in the
measuring direction θ , and that as θ increased the vari-
ability increased. Fig. 9(b) shows that, as θ increased, the
error ratio of the distance rθ in the measuring direction
increased but the variability decreased.

Based on the fact that the measuring direction θ greatly
varied in ultra-wide angled areas, we can think that the
principal cause of the variability in θ is the relative drop
in resolution in the peripheral part of the fish-eye images.
The cause for the deviation in θ and rθ can be the simpli-
fication of the fish-eye camera model and the difference in
direction between the camera’s optical axis and the wall.
The cause for the variability in rθ can be the distance from
the fish-eye camera.

5.2. Application to Real Environment Measure-
ments

In this section we apply the 3D measurement method
through EPI analysis using a fish-eye camera to real envi-
ronment measurements. We used a flight of stairs shown
in Fig. 10 as the measurement environment, with the fish-
eye camera shooting at a pitch of dz = 8 mm while travel-
ing towards the stairs.
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Fig. 8. Measured points and ground truth in overhead view.

Figure 11 shows the 3D measuring points in the stairs
environment plotted on graphs. For these measurements
we used five images to calculate the spatio-temporal gra-
dient g on the EPI, and because the center of the fish-
eye image was to be the camera’s direction of travel,
we eliminated points in measuring direction θ < 15◦ as
low-accuracy measuring points. Figs. 11(a)–(d) show the
measuring points seen from an angle, on an XY -plane, an
XZ-plane and a Y Z-plane, respectively. The colors of the
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Fig. 9. Measurement accuracy of average error with stan-
dard deviation.

Fig. 10. Experimental scene of a stairs environment.

measuring points correspond to the distance to the optical
axis direction.

By comparing Figs. 11(b) and 10, it is clear that envi-
ronmental structures of edge parts were measured in such
areas as the stairs (blue to light blue), the ceiling at the
back of the stairs (red), two pillars at the right hand side
(orange and blue).
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Fig. 11. Measurement result of a stairs environment.

6. Conclusion

This paper proposed a 3D measuring method through
EPI analysis using a fish-eye camera. The distinctive fea-
ture of this method is the fact that EPI analysis is con-
ducted using fish-eye images as they are, and thus image
conversion using fish-eye parameters is not required. The
accuracy verification and the application experiment in a
real environment were carried out without camera param-
eter calibration. We only used the fish-eye camera and the
camera’s designed values to realize measurements in an
ultra-wide angled area, and thus the effectiveness of the
method was verified.

Future tasks include improvements in measurement ac-
curacy using longer image sequences and easing of con-
straints on camera’s movement.
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