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This paper proposes a method to improve the accuracy
of 3D measurement of a stereo camera by marking
a measured object using a line laser. Stereo cameras
are commonly used for 3D measurement, but the accu-
racy of 3D measurement is affected by the amount of
texture. Therefore, a new measurement system com-
bining a stereo camera and a line laser is developed.
The accuracy of 3D measurement with a stereo cam-
era is improved by using a line laser to mark arbi-
trary points on the measured object and measuring the
marked points, regardless of the amount of texture on
the measured object. Because the laser is only used
to mark points on the measurement target, calibration
is not required with the stereo camera. Experimental
evaluation showed that our proposed method can ob-
tain millimeters.
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1. Introduction

In recent years, 3D measurement techniques based on
image processing have been utilized in various fields, such
as medicine, automobiles, and architecture, and have been
the subject of several studies [1–5]. These studies often
used stereo cameras [6–10].

Stereo cameras use passive stereo methods for 3D mea-
surements. Although many studies have been conducted
using the passive stereo method, finding accurate corre-
sponding points on a stereo image is difficult, and the
measurement accuracy is affected by the amount of tex-
ture.

There are also active stereo methods in which one
stereo camera is replaced with a light-projection device.
The most representative method is the light-section (slit
light projection) method [11–13]. One of the challenges
of this classical method, the light-section method, is that
the fixed positioning of the camera and laser can lead to
blind spots. Another challenge is that the relative posi-
tions and orientations of the camera and laser must be cal-

ibrated, which is not trivial. Other methods are classified
according to the type of projected light, such as spotlight
projection and pattern light projection methods [14, 15].
These methods can solve the aforementioned problem of
low accuracy in determining the corresponding points in
stereo methods using projected light patterns. Several
studies have been conducted on 3D measurements using
active stereo methods. Sato et al. constructed an inspec-
tion system for automobile parts using a monocular cam-
era and a line laser [16]. Zhao et al. proposed a method
that used structured optical stripes as optical projection
devices [17]. Although these are simple processes and
provide mostly accurate object shape measurements, the
camera and light projector must be configured precisely,
and the extrinsic parameters must be calculated to obtain
the overall shapes. Another issue is that the fixed posi-
tional relationship between the camera and light projector
tends to create blind spots.

By contrast, Yoshimura et al. proposed a method to im-
prove the accuracy of a stereo camera by applying hand-
written markings to arbitrary welding points, even when
the texture of the object being measured is small [18]. Us-
ing this method, a small stereo camera was used to acquire
the 3D shapes of the marking points, and the welding
points were inspected. However, their method has some
problems, such as the difficulty of marking depending on
the shape and size of the measured object, and the time
and effort required for marking. Some studies have con-
structed high-precision measurement systems by combin-
ing stereo cameras and time-of-flight (TOF) range image
sensors [19]. However, it was difficult to measure small
objects with high accuracy in this study.

We proposed a method for obtaining 3D information
with high accuracy using the principle of triangulation by
marking arbitrary points on an object to be measured us-
ing a line laser and capturing images of the marked points
using a stereo camera. In the method, the stereo camera
needs to be fixed, but the laser can move freely; there-
fore, the problem of blind angles is lesser than that in the
classical light section method.

The environment in which the method was applied was
assumed to be indoors with controlled illumination, and
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Fig. 1. Flowchart of proposed method.

Fig. 2. System concept of proposed method.

the target objects were relatively small. The objects used
in the experiments were approximately 50–200 mm in di-
ameter. This study is attempted to inspect manufactured
parts and products in a factory.

2. Proposed Method

2.1. Outline of Proposed Method
A flowchart of the proposed method is presented in

Fig. 1 and a conceptual diagram of the proposed system
is illustrated in Fig. 2.

First, a stereo camera was used to capture images of
the measured object irradiated by a line laser at an arbi-
trary point. The stereo camera was fixed, and the line
laser could be moved manually to the desired measure-
ment location. Using a threshold value, the system then
extracts the marking points from the color images cap-
tured by the left and right stereo cameras. The threshold
value for extraction was set according to the ratio of the
red, green, and blue (RGB) values of the markings in the
color image. The extracted marking area has a width of
several tens of pixels, and it is necessary to calculate the
center coordinates on the horizontal axis of the extracted
marking image to accurately calculate the 3D coordinates.
In this case, the center coordinates are calculated by ex-
tracting the marked area in grayscale and using its pixel

(a) Color image (b) Extracted marking points

Fig. 3. Extraction of marking points.

values as weights. Subsequently, the disparity was calcu-
lated from the calculated center coordinates of the left and
right images, and the 3D information of the marking area
was obtained based on the principle of triangulation. The
above process can be performed each time the line laser is
moved to obtain the 3D information of an arbitrary area.

The essential advantage of the proposed method is that
the camera and laser do not need to be calibrated. This is
because the lasers are used for marking the stereo camera
images, and there is no need to consider the positional re-
lationship between the camera and laser. This means that
calibration is not required, and the measurement system
is hassle-free.

2.2. Detection of Marking Area
The marked area was extracted from the color image

captured by the stereo camera by setting a threshold value
using the RGB values or their proportions. The color of
the laser was red, and the threshold was set according to
the object to be measured. In the following experiments,
points with R = 255 in the color image were extracted and
measured as laser-marked points. Fig. 3 shows an image
of the actual marking point extraction using a line laser.

2.3. 3D Information of Marking Area
Marking is applied with a line laser to an arbitrary point

on the object to be measured. The marking area is ex-
tracted in grayscale using the threshold set in Section 2.2,
and the center coordinates on the horizontal axis of the ex-
tracted marking image are calculated using the pixel val-
ues as weights for all rows. Eq. (1) was used to calculate
the center coordinates xg:

xg =
w1x1 +w2x2 + · · ·+wnxn

w1 +w2 + · · ·+wn
. . . . . . (1)

where wn is the pixel value of the grayscale image of
the marking point and xn is the x-coordinate value of the
marking point.

The disparity was obtained from the calculated center
coordinates of the marking area in the left and right im-
ages, and 3D information was acquired based on the prin-
ciple of triangulation. Fig. 4 illustrates an example of ob-
taining the disparity from the left and right images. At this
time, because stereo rectification is performed with the
left and right cameras, the disparity is obtained between
the same row coordinates in the left and right images.
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Fig. 4. Obtaining disparity.

Table 1. ZED2 distance resolution.

Measured distance [mm] Distance resolution [mm]
300 0.711
400 1.26
500 1.97

The conversion equation from the disparity obtained
in this way to three-dimensional coordinates is shown in
Eqs. (2)–(4).

X =
bxgn

S (xgn − xgn′)
. . . . . . . . . . . (2)

Y =
bxgn

′

S (xgn − xgn
′)

. . . . . . . . . . . (3)

Z =
b f

S (xgn − xgn′)
. . . . . . . . . . . (4)

where xgn is the center coordinate of the laser in Line n of
the left image coordinate system, xgn

′ is the center coor-
dinate of the laser in Line n of the right image coordinate
system, f is focal length of the camera, b is the distance
between the cameras, and S is the pixel size of the im-
age pick-up device. The 3D coordinates (X ,Y,Z) of the
laser were based on the coordinate system of the left cam-
era. Regarding the libraries used, stereo rectification was
performed using the ZED SDK supplied with the stereo
camera, while parallax calculation and transformation of
the 3D coordinates were performed using OpenCV 3.14.

2.4. Target Values of Proposed Method
The numerical target in the proposed method is to

maintain both the mean error and standard deviation be-
low the sub-pixel level. The distance resolution of ZED2
is listed in Table 1 for measuring distances of 300, 400,
and 500 mm, and the numerical target is to maintain the
error mean and standard deviation near the values in Ta-
ble 1 at each measuring distance.

Fig. 5. Checkerboard.

3. Experiment for Accuracy Evaluation

An experiment was conducted to evaluate the accuracy
of the proposed method for planar surfaces. A checker-
board was used as the plane surface, and the intersec-
tion points of the checkerboard patterns were detected
to obtain a plane equation-by-plane fitting. The planes
obtained by intersection detection and plane fitting were
used as reference values because they provided higher ac-
curacy than the proposed method. The accuracy of the
proposed method was evaluated by calculating the error
between the plane equation and the 3D information ob-
tained by the proposed method.

3.1. Experimental Condition
As shown in Fig. 5, a checkerboard was used, with each

square measuring 30×30 mm and ten horizontal × eight
vertical squares. For plane estimation, the 3D informa-
tion of the intersection points of the checkerboard was
obtained using the curve-fitting toolbox in MATLAB to
obtain the least-squares plane. The equation for the plane
is obtained as follows:

ax+by+ cz+d = 0. . . . . . . . . . . (5)

The stereo camera was used as the Stereo Labs ZED2.
The baseline length was 120 mm. This camera can ac-
quire distance images via passive stereo vision using the
principle of triangulation to acquire distance information
only at that point by extracting laser beams from the
images captured by the left and right cameras. A red-
marking-line laser from an STS ML-7010 marking laser
was used. The specifications of the stereo cameras and
line lasers are listed in Table 2. When measuring us-
ing the proposed method, the laser is manually scanned
to measure the plane, and the obtained 3D point cloud
of the plane is displayed using a point cloud library [20].
In this method, the scanning interval and time were arbi-
trary, ensuring that the laser was visible in the camera im-
ages. However, in this experiment, the laser was scanned
as perpendicular to the object as possible to facilitate the
acquisition of the 3D point cloud of the target object eas-
ier to understand. In addition, shape measurement of the
entire plane was performed by capturing one picture per
laser position. Experiments were conducted at measure-
ment distances of 300, 400, and 500 mm. The error was
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Table 2. Experimental equipment specification.

Used
Name Specificationequipment

Stereo ZED2 Image resolution: 2208×1242
camera FOV: 110° (H) × 70° (V)

Baseline: 120 mm
Focal length: 2.12 mm
Pixel size: 2 µm

Line laser ML- Wavelength: 635 nm
7010 Class: 2 M

Slit width: approximately 5 mm

(a) Corner detection (b) Plane measurement

Fig. 6. Experimental conditions.

calculated based on the distance between each point and
plane.

Figure 6 shows the experimental conditions.

3.2. Experimental Result
The results of the proposed method are shown in

Figs. 7–9, and Table 3 summarizes the calculation results.
The values in Table 3 represent the errors in pixel dispar-
ity.

3.3. Discussion
For the ZED2 stereo camera used in this experiment,

the error of one pixel of disparity corresponds to 0.71 mm
when the measuring distance is 300 mm, 1.26 mm when
the measuring distance is 400 mm, and 1.98 mm when
the measuring distance is 500 mm. The mean error and
standard deviation increased as the measurement distance
increased. However, the mean error was within 1 pixel
and the standard deviation was within 2 pixels at all mea-
surement distances, indicating that the proposed method
provides accurate 3D measurements. The 3D point clouds
obtained using the proposed method, as shown in Figs. 7–
9, have an error of approximately 1 mm. This is thought to
be because the line laser used did not have uniform bright-
ness, which prevented proper extraction of marked points
on the measured planes.

In addition, in Figs. 7(a) and 9(a), missing areas can
be observed in the point clouds near the top and bottom.
This was attributed to the arbitrary movement of the line
laser and the performance of the line laser itself. These

(a) Front (b) Side

Fig. 7. 3D point cloud (300 mm).

(a) Front (b) Side

Fig. 8. 3D point cloud (400 mm).

(a) Front (b) Side

Fig. 9. 3D point cloud (500 mm).

Table 3. Calculation results.

Measured
Mean error Standard deviation

distance
[mm] [mm] [px] [mm] [px]
300 0.32 0.45 1.24 1.75
400 0.56 0.44 1.77 1.40
500 1.00 0.51 1.97 0.99

missing areas were generated in the point cloud of the
measured plane owing to the vertical misalignment that
occurred when moving the line laser arbitrarily and re-
peating the shooting multiple times. In addition, the per-
formance of the laser was low, and the brightness was not
uniform. In particular, the luminance is low at the laser
edge, and light is sometimes absorbed in the black areas
of the plane, making extraction difficult.
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(a) Object 1 (b) Object 2 (c) Object 3

(d) Object 4 (e) Object 5 (f) Object 6

Fig. 10. Measured objects.

4. Experiment of Measuring Object Shape

Although the accuracy was evaluated using planar mea-
surements in Section 3, it is necessary to understand the
strengths and weaknesses of the proposed method by per-
forming various shape measurements, as the actual appli-
cation of this research assumes the inspection of parts and
their external appearance. Therefore, 3D measurements
of objects of various shapes were carried out using the
proposed method and compared with the results of 3D
measurements using the disparity functions of the stereo
camera itself. Although no numerical comparisons have
been made, shape measurements of various objects were
carried out to determine whether they could be carried out
successfully. This study also attempted to demonstrate the
usefulness of measurements on objects with little texture.

4.1. Experimental Condition
The measurements were performed on the six types of

objects shown in Fig. 10. Objects were selected because
the experiment attempted to measure various shapes, and
we wanted to prepare objects with simple to complex
shapes and colors. The equipment and measurement
methods used were the same as those described in Sec-
tion 3. However, the shooting interval for obtaining the
3D point cloud of the object using the proposed method
was adjusted according to the object’s size and was per-
formed arbitrarily until the point cloud of the entire object
was obtained. The three objects shown in Figs. 10(a)–
(c) are a cylinder approximately 85 mm in diameter and
45-mm high, an eraser with an uneven shape approxi-
mately 50-mm high and 60 mm across, and a figure with
a complex shape approximately 50-mm high and 30 mm
across, all plain objects with few features. The three ob-
jects shown in Figs. 10(d)–(f) are wooden measuring ob-

Fig. 11. 3D measurement by stereo camera (Object 1).

Fig. 12. 3D measurement by stereo camera (Object 2).

jects with a height and width of approximately 180 mm,
a stuffed toy with a height and width of approximately 70
and 120 mm, and a Mandarin orange with a height and
width of approximately 70 and 70 mm, respectively, all of
which are objects with colors and features.

When measuring with the proposed method, the illu-
mination was dimmed to eliminate the effects of ambi-
ent light. The laser was manually scanned in the direc-
tion transverse to the object, and the entire object surface
shape was acquired and displayed on the PCL by repeat-
ing the process; the results of 3D measurements made
with the functions of ZED2 itself were similarly displayed
on the PCL and compared in appearance, as it was diffi-
cult to compare them numerically. The measurement dis-
tance was arbitrarily set according to the size and shape
of the object. The illuminance value for the measure-
ment with the proposed method was approximately 0 lx,
whereas the illuminance value for the measurement with
the stereo disparity functions of ZED2 itself was approx-
imately 100 lx. Experiments were conducted at measure-
ment distances of approximately 300 mm for Object 1,
150 mm for Objects 2 and 3, and 400 mm for Objects 4–
6.

4.2. Experimental Result
Figures 11–16 illustrate the results of the 3D measure-

ments of each object performed by the stereo camera, and
Figs. 17–22 illustrate the results of the 3D measurements
of each object obtained by the proposed method.
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Fig. 13. 3D measurement by stereo camera (Object 3).

Fig. 14. 3D measurement by stereo camera (Object 4).

Fig. 15. 3D measurement by stereo camera (Object 5).

4.3. Discussion
Figures 13–15 show that the stereo camera cannot per-

form 3D measurements because of the small amount of
texture of the object. Figs. 14–16 illustrate that even for
objects with textures, 3D measurements are difficult to
achieve with a stereo camera alone.

The results of the proposed method, shown in Figs. 17–
22, imply that Objects 1 and 2 could be measured in 3D
shapes. However, for Object 3, it was impossible to prop-
erly measure the fine details. This is thought to be be-
cause when the line laser light hit the object, the calcu-
lation of the center coordinates did not go well because
of the thick laser. 3D shape measurement was also pos-

Fig. 16. 3D measurement by stereo camera (Object 6).

Fig. 17. 3D measurement by proposed method (Object 1).

Fig. 18. 3D measurement by proposed method (Object 2).

Fig. 19. 3D measurement by proposed method (Object 3).
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Fig. 20. 3D measurement by proposed method (Object 4).

Fig. 21. 3D measurement by proposed method (Object 5).

Fig. 22. 3D measurement by proposed method (Object 6).

sible for Objects 4, 5, and 6, with textures and colors.
However, objects such as Object 5, which is black, absorb
light when the line laser is shone on them and cannot be
extracted well with the set threshold. In this case, the eyes
and noses of the stuffed animals were not well extracted,
indicating that they could not be measured.

Comparing the results, it can be seen that for all ob-
jects, the proposed method can acquire the shape better
than the function of the stereo camera. In particular, when
measuring at short distances, such as in this experiment,
the function of the stereo camera cannot measure objects
with features such as Objects 4, 5, and 6 because it is dif-
ficult to find the corresponding points. However, the pro-
posed method enables 3D measurements using only set
threshold values, even when the colors of the objects are
different. One possible reason is that the colored objects

(a) Sphere (b) Cube

Fig. 23. Measured objects.

measured in this experiment did not contain many colors
that easily absorb light, such as black and dark blue. It is
also considered that even differently colored objects can
be extracted because the brightness of the line laser used
causes even colored objects to appear similarly.

5. Experiment of All-Round 3D Measurement

Using the proposed method, all-round 3D measure-
ments were performed on two types of objects—a sphere
and a cube—using a rotating table. The accuracy of each
measurement is evaluated. This experiment attempted to
demonstrate the usefulness of the proposed method by
quantitatively evaluating the results of the shape measure-
ments, in contrast to the shape measurements of the ob-
jects in Section 4, which were evaluated based on their
appearance. In addition, because the aim is to measure
the entire surface of the object in the future, the evalua-
tion in this experiment used 3D point clouds obtained by
all-round shape measurements on a rotating table.

5.1. Experimental Condition
All-round 3D measurements were performed on the

two types of objects shown in Fig. 23; each object was a
Styrofoam sphere with a diameter of 100 mm and a Styro-
foam cube with one side of 100 mm.

The measurements were performed in an aluminum
frame, as shown in Fig. 24, in an environment where the
influence of ambient light was eliminated by applying a
dark curtain. The illuminance of the experimental envi-
ronment was approximately 5 lx. The turntable in Fig. 25
was placed before the stereo camera. The object was ro-
tated every 90°, the laser was scanned laterally to the ob-
ject, and the process was repeated to obtain a 3D point
cloud of the object’s surface at each angle. The point
cloud is then integrated with each object to obtain a point
cloud for the entire circumference. The shooting distance
is approximately 350 mm.

The obtained point clouds of all-round shapes were
subjected to shape detection using the free 3D point-
cloud processing software CloudCompare [a] and were
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Fig. 24. Experiment conditions.

Fig. 25. Turntable.

evaluated for accuracy. RANSAC Shape Detection [21]
within CloudCompare was used for the shape detection. It
uses the automatic shape-detection algorithm proposed by
Ruwen et al., which can estimate models from data con-
taining outliers by eliminating their effects. It estimates
six planes for spheres and cubes and evaluates their accu-
racy. To evaluate the accuracy, the sphere was averaged by
calculating the difference between the estimated sphere
radius R and the distance d from the center of the sphere,
which was estimated using the point cloud obtained by the
proposed method as the error, as shown in Fig. 26. For the
cubes, the distance between each estimated plane and the
point cloud of each plane using the proposed method was
calculated as the error and averaged.

5.2. Experimental Result
The results of applying RANSAC Shape Detection

to the point cloud results measured by the proposed
method with rotations of 0°, 90°, 180°, and 270°, the
all-surrounding shape point cloud obtained by integrating
them and the integrated all-surrounding shape point cloud
are shown in Figs. 27 and 28 for the sphere and cube, re-
spectively. The results of the error calculations are listed
in Table 4, the diameter dimensional error of the sphere
in Table 5, the dimension error of each plane of the cube

Fig. 26. Error of sphere.

(a) Sphere (integration)

(b) Sphere (RANSAC Shape Detection)

Fig. 27. 3D measurement by proposed method (sphere).

in Table 6, the parallelism of the opposing planes of the
cube in Table 7, and the angles of the adjacent faces of
the cube in Table 8.

5.3. Discussion
Figures 27(a) and (b) illustrate that RANSAC Shape

Detection can be successfully applied to the point cloud
of the integrated all-surrounding shape in a sphere to esti-
mate the shape. Similarly, Figs. 28(a) and (b) illustrate
that the five measured planes can be successfully esti-
mated in the cube.

This is because the 3D measurement was performed
properly at all angles, and it can be said that the mea-
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(a) Cube (integration)

(b) Cube (RANSAC Shape Detection)

Fig. 28. 3D measurement by proposed method (cube).

Table 4. Calculation results.

Mean error Standard deviation
[mm] [mm]

Sphere −0.001 0.074
Cube (front) 0.024 0.103
Cube (top) 0.031 0.051
Cube (back) 0.022 0.153
Cube (left) 0.024 0.020
Cube (right) 0.023 0.066

surement was successful.
However, for the cube, as shown in Fig. 28(a), some

gaps could be observed at the corners, and the entire cir-
cumference shape could not be obtained. This is thought
to be because the laser width of the line laser used in this
experiment was approximately 5 mm; therefore, even if
the line laser was applied to the corner part, it deviated
from the corner when the center coordinates were calcu-
lated. This is thought to be improved by changing the line
laser to one with a smaller laser width or by irradiating
the line laser vertically and horizontally to the object, as
in this experiment.

Table 4 indicates that very accurate 3D measurements
with an error average of −0.001 mm can be made on a
sphere. This is thought to be because the sphere has no

Table 5. Diameter dimension error of sphere.

Error [mm]
Sphere −0.254

Table 6. Dimensional error of each plane of cube.

Error of height Error of width
[mm] [mm]

Cube (front) 0.279 −0.198
Cube (top) 0.095 0.121
Cube (back) 0.209 0.065
Cube (left) 0.421 −0.097
Cube (right) 0.439 0.076

Table 7. Parallelism of opposing planes of cube.

Parallelism [°°°]
Front and back 1.49
Left and right 1.29

Table 8. Calculation results.

Angle [°°°]
Front and top 89.28
Front and right 89.80
Front and left 89.91
Right and top 89.30
Right and back 90.51
Back and top 90.60
Back and left 90.58
Left and top 90.59

corners, and even a line laser with a laser width of about
5 mm, such as that used in this experiment, can be irra-
diated and extracted uniformly. In the case of the cube,
the error average was about 0.025 mm in any plane, and
high-precision 3D measurement was achieved. The stan-
dard deviation is also less than 0.2 mm for both spheres
and cubes.

Table 5 indicates that the diameter error of the sphere is
−0.254 mm, and Table 6 stipulates that the dimensional
error of each cube plane is within ±0.5 mm in any plane,
each error within 1%, indicating that highly accurate mea-
surement was achieved.

Table 7 indicates that the parallelism of the opposing
planes is about 1.5° each. The slight inclination is thought
to be because the measurement accuracy is degraded be-
cause the measurement distance varies slightly from plane
to plane during rotation.

Table 8 stipulates that the angles of the adjacent planes
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of the cube are within 90°±1° in all adjacent planes, indi-
cating that accurate measurements are being made.

6. Conclusion

This study proposed a method to improve the accuracy
of 3D measurements by marking with a stereo camera and
a line laser.

Experiments were conducted to assess the accuracy of
the proposed method using a checkerboard plane. Hence,
highly accurate 3D measurements were achieved at all
measurement distances of 300 mm, 400 mm, and 500 mm.
In the object shape measurement experiments, three plain
objects with few features and three colored objects with
features were measured using the proposed method. The
effectiveness of the proposed method was confirmed by
comparing the results with the results of 3D measure-
ment using the functions of the ZED2 stereo camera it-
self. The results demonstrate that the proposed method
provides more accurate 3D measurements for all objects
than 3D measurements using stereo camera functions.
In the all-surrounding shape measurement experiment,
two objects—a sphere and a cube—were rotated using a
turntable, and the overall shape of the object’s surface was
acquired using the proposed method. Accuracy evalua-
tions were then performed using the 3D point-cloud pro-
cessing software CloudCompare. It was confirmed that
highly accurate measurements were achieved for both the
spheres and cubes.

As a prospect, at the present stage, line laser extrac-
tion is made easier by dimming the lighting and installing
a dark screen during measurement; however, we would
like to make it possible to robustly extract laser marking
points even in scenes affected by ambient light and other
factors. To achieve this, it is necessary to devise meth-
ods for estimating appropriate thresholds. In addition, as
the proposed method involves offline measurements, we
would like to enable online measurements. In addition,
we intend to construct an online measurement system that
considers the rotation angle in all surrounding geometry
measurements using a rotating table.
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