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Abstract—In this paper, a method that directly estimates motion parameters of a range image sensor using range images and optical flow of color images is proposed. Linear equations for motion parameters are introduced by utilizing optical flow. A three-dimensional (3D) map is constructed by registration of range images between frames using the estimated motion parameters. Experiments to construct a 3D map using the proposed method are given. In the experiments, the accuracy of the constructed map and the time of estimating the motion parameters are evaluated. It is shown that the proposed method can construct an accurate 3D map for several scenes and estimation time of motion parameters is less than 30 ms.

I. INTRODUCTION

Autonomous mobile robots are expected to be used in many applications, such as assistance of care for elderly people and working in disaster sites. In such applications, obstacles are expected to exist. Robots need to localize self-position, avoid the obstacles and move efficiently. It is important to construct a three-dimensional (3D) map of the surroundings for the self-localization of robots.

Generally, a sensor that can capture range images and color images at the same time is used to construct a 3D map for mobile robots. A 3D map is often constructed by registration of range images using color images. Some studies use the methods of tracking corner point [1] and edge points of color images [2]. There are also some studies using both color images and range images [3], [4], [5], [6].

We constructed a high-speed RGB-D sensor that can capture range images and color images at as fast as 200 fps [7], and proposed a 3D mapping method [8]. The method associates time-series data of both color and range images captured by the sensor, and aligns the data. The issue of the method is that it cannot construct a 3D map on-line because the processing time of the 3D mapping is 200~300 ms. To improve the processing speed, we have proposed a method of registration of range images after motion parameters of the sensor are estimated by using an equation about range images and the parameters [9]. The equation is called range-motion equation. By using this method, it is possible to capture the images and construct a 3D map in a short time by estimating the parameters in only 5 ms. However, the scenes in which the method is used are limited since some planes with different normals are necessary. In this paper, we propose a new 3D mapping method that eases the limits and is applicable to more variety of scenes. The method directly estimates the motion parameters using range images and optical flow of color images.

II. RGB-D SENSOR

In this section, we show the RGB-D sensor that we constructed and use for experiments. The appearance of the RGB-D sensor is shown in Fig.1.

The sensor can capture range images with 19×19 measurement points and color images with the resolution of 640×480 pixels at 200 fps. The sensor uses an active stereo method. The sensor captures range images using the monochrome CCD camera and a laser projector that projects 19×19 multi-spots infrared lights. The sensor captures color images using the color CCD camera. The sensor co-axially captures range images and color images by a cold mirror. The cold mirror passes infrared light and reflects visible light. In Fig.1, infrared light is observed by the monochrome CCD camera and visible light is observed by the color CCD camera. In addition, both cameras can observe the same scene without disparity. Consequently, aligned range images and color images are obtained simultaneously. The measurement range of the sensor is 900~2500 mm.

Note that the proposed method in this paper is not specialized in the sensor.

III. ESTIMATION OF MOTION PARAMETERS OF THE SENSOR

In this section, we propose a method to estimate motion parameters of the sensor. When motion parameters are esti-
mated, we can align multiple range images with color images and construct a 3D map.

A. Estimation of optical flow of color images

We utilize optical flow for estimation of the motion parameters. Optical flow is obtained as movement of feature points between frames of color images. We use KLT Tracker [10] to extract feature points in the images. KLT Tracker is a standard method to track feature points of images, and can track feature points fast. On the other hand, it has a weak point that feature points with huge changes in color images are often failed to track. The sensor shown in Fig.1 can capture images fast, at 200 fps. Therefore, KLT Tracker can be adopted.

B. Estimation of motion parameters using optical flow of color images

In this section, we introduce linear equations for motion parameters by utilizing optical flow.

First, we define some variables as follows. \( \mathbf{X} = (X, Y, Z)^T \) indicates the 3D coordinate of a measurement point. \( \mathbf{V} = (V_x, V_y, V_z) \) indicates the motion velocity vector at the measurement point \( \mathbf{X} \). \( \mathbf{v}_0 = (v_{0x}, v_{0y}, v_{0z}) \) indicates the translation velocity vector. \( \omega = (\omega_x, \omega_y, \omega_z) \) indicates the rotational velocity vector, whose origin is assumed to be located at the position of sensor. We assume that the motion of the sensor is small. Then, the following equation holds:

\[
\mathbf{V} = \mathbf{v}_0 + \omega \times \mathbf{X} \tag{1}
\]

Suppose \( \mathbf{X} \) is projected to \((u, v)^T\) in the color image. The relation between \((u, v)^T\) and \( \mathbf{X} \) is given as follows.

\[
u = \frac{X}{Z} \alpha_u + c_u \tag{2}
\]
\[
v = \frac{Y}{Z} \alpha_v + c_v \tag{3}
\]
\[
\alpha_u = f \delta_x \tag{4}
\]
\[
\alpha_v = f \delta_y \tag{5}
\]

\( f \) indicates the focal length of the sensor, \( \delta_x \) and \( \delta_y \) indicate the pixel size of x-axis and y-axis direction, and \((c_u, c_v)^T\) indicate the image center.

We assume that a point moved from \((X, Y, Z)^T\) to \((X + V_x \Delta t, Y + V_y \Delta t, Z + V_z \Delta t)^T\) in time \( \Delta t \), and the corresponding point in the color images moved from \((u_1, v_1)^T\) to \((u_2, v_2)^T\) as shown in Fig.2.

We define the optical flow between the two frames as \((\Delta u, \Delta v)^T\). Using eq.(2) and (3), the components of the optical flow are given as follows:

\[
\Delta u = u_2 - u_1 = \frac{X + V_x \Delta t}{Z + V_z \Delta t} \alpha_u - \frac{X}{Z} \alpha_u \tag{6}
\]
\[
\Delta v = v_2 - v_1 = \frac{Y + V_y \Delta t}{Z + V_z \Delta t} \alpha_v - \frac{Y}{Z} \alpha_v \tag{7}
\]

By substituting eq.(1) for eq.(6) and (7), the following equations are obtained:

\[
Zv_{0x} - (X + Z \Delta u')v_{0z} - (X + Z \Delta u')Y \omega_x + (X^2 + Z^2 + XZ \Delta u')\omega_y - Y \omega_z = Z^2 \Delta u' \tag{8}
\]
\[
Zv_{0y} - (Y + Z \Delta v')v_{0z} - (Y^2 + Z^2 + YZ \Delta v')\omega_x + (Y + Z \Delta v')X \omega_y + X \omega_z = Z^2 \Delta v' \tag{9}
\]
\[
\Delta u' = \frac{\Delta u}{\alpha_u} \tag{10}
\]
\[
\Delta v' = \frac{\Delta v}{\alpha_v} \tag{11}
\]

Eq.(8) and (9) are linear equations for unknown motion parameters: translation velocity vector \( \mathbf{v}_0 \) and rotational velocity vector \( \omega \). The motion parameters of the sensor can be estimated by solving simultaneous equations that are formed by obtaining eq.(8) and (9) at three or more points.

The optical flow that is used in eq.(8) and (9) is obtained by KLT Tracker. KLT Tracker often produces outliers of optical flow, that should be excluded to estimate motion parameters accurately. Therefore, we apply RANSAC to the estimation of motion parameters to reduce the influence of the outliers.

C. Acquisition of 3D coordinates of a feature point by interpolation

Eq.(8) and (9) include 3D coordinates of a feature point. The tracked feature point of KLT Tracker does not contain 3D coordinates, so it is necessary to interpolate the neighboring points with known 3D coordinates.

Range images and color images are given in different coordinate systems. The measurement points are projected in color images after range images are applied the affine transform to associate the range images and color images. The triangle that includes the feature point inside is obtained by choosing three neighbor measurement points as shown in Fig.3.

\( \mathbf{P}_0, \mathbf{P}_1 \) and \( \mathbf{P}_2 \) indicate the measurement points used for the interpolation. In the image coordinates, \( \mathbf{Q}_1 \) indicates...
intersection of side $P_0P_1$ and a line parallel to side $P_0P_2$ through feature point $X$. $Q_1$ divides $P_0P_1$ internally at $m$ to $1 - m$. Similarly, $Q_2$ indicates intersection of side $P_0P_2$ and a line parallel to side $P_0P_1$ through feature point $X$, and $Q_2$ divides $P_0P_2$ internally at $n$ to $1 - n$. By using the internal ratios $m$ and $n$, the 3D coordinate of the feature point $X$ is given as follows by interpolation.

$$X = (1 - m - n)P_0 + mP_1 + nP_2 \quad (12)$$

D. Comparison of the proposed method and the previous method

In this section, we compare the proposed method and the method using range-motion equation [9].

Range-motion equation is given as follows.

$$n^T v_0 + r(t \times n)^T \omega = \dot{r}(n^T t) \quad (13)$$

$n$, $t$ and $r$ indicate the normal, measurement direction, and the measurement distance respectively, at the measurement point. $\dot{r}$ indicates the change rate of the distance $r$. Note that $n$ and $t$ are normalized, and $t$ is fixed between frames.

Similar to eq.(8) and (9), eq.(13) is a linear equation for the velocity vector $v_0$ and rotational velocity vector $\omega$. When eq.(13) are obtained at six or more points, the motion parameters of the sensor can be estimated by solving simultaneous equations.

The proposed method uses the features of color images and range images. On the other hand, range-motion equation uses only features of range images. However, range-motion equation needs multiple measurement points around the target point in order to make an equation, because it is necessary to obtain a normal. And it is sometimes difficult to obtain accurate normals from a range image, that affects the accuracy of estimation of motion parameters.

Another difference is that the proposed method has to track feature points between frames, which is not necessary for the range-motion equation.

In summary, it can be said that these two methods have complementary characteristics. Combination of the two methods, that is easily accomplished by just joining the simultaneous equations, may be effective.

IV. EXPERIMENTS

In this section, we verify the proposed method by experiments. We conduct two kinds of experiments. First, we evaluate accuracy of 3D mapping. Secondly, we show results of 3D mapping for two scenes: a scene containing several planes, and a scene with only small and complex objects.

We compare three methods: the method using range-motion equation (13), the proposed method using eq.(8) and (9), and the combination of the two methods. We refer to the three methods as previous method, proposed method, and combined method.

A. Evaluation of accuracy of 3D mapping

1) Experimental scene: A 3D map is constructed by aligning range images. When range images are aligned accurately, measurement points are expected to distribute on the real shape of the measured object with small dispersions. To evaluate the accuracy of 3D mapping, we measured a cubic box as shown in Fig.4 and constructed a 3D map. In this case, the measurement points are expected to distribute on planes.

Range images and color images were captured using the RGB-D sensor held by a person, and a 3D map was constructed off-line. The number of aligned images was 50. We fitted least-squares planes to the points on three planes in the constructed 3D map, as illustrated in Fig.5.

2) Evaluation method of accuracy: The average of absolute error of the points from the fitted plane was obtained, and accuracy of the alignment is evaluated by the error. In addition, angles between two fitted planes, that should be 90° ideally, were also calculated to evaluate the accuracy of the alignment.
Fig. 6. Constructed 3D map with texture for Fig. 4

3) **Experimental result:** Fig. 6 show the constructed 3D map with texture mapping for Fig. 4. Table I shows the average of absolute error of the points from the fitted plane for each plane in Fig. 5. Table II shows the measured angles between two planes.

4) **Experimental discussion:** It is shown that, when the proposed method is used, the fitting error for each plane is less than 4 mm, and the error of the angles between two planes is less than 2°. It can be said that the proposed method can construct an accurate 3D map for the scene shown in Fig. 4. Additionally, differences between the accuracy of the three methods for plane fitting are not apparent in Table I and II. However, it is obvious that the quality of texture mapping of the proposed method and the combined method is much better than the previous method, that shows the effectiveness of the proposed method.

B. 3D map construction

1) **Experimental scene:** We constructed 3D maps using the three methods. We conducted experiments for two different scenes: a scene containing several planes as shown in Fig. 7, and a scene with only small and complex objects as shown in Fig. 8. The number of range images for Fig. 7 and 8 is 150 and 200 frames, respectively.

2) **Experimental result:** Fig. 9, 10 and 11 show the constructed 3D map for Fig. 7 using the three methods respectively. And Fig. 12 shows the constructed 3D map with texture mapping for the same scene.

Fig. 13, 14 and 15 show the constructed 3D map for Fig. 7 using the three methods respectively. And Fig. 16 shows the constructed 3D map with texture mapping for the same scene. Table III shows the average estimation time of the motion parameters. The average number of linear equations was 159, 291 and 448 for the three methods respectively.

3) **Experiment discussion:** The experimental results of constructing a 3D map for Fig. 7 have shown that each method can construct an accurate 3D map for the scene containing several planes. On the contrary, the experimental results for Fig. 8 have shown that the proposed method and the combined method can construct an accurate 3D map even for the scene with only small and complex objects, but that the previous method cannot. The reason is thought that the previous method requires some planes in the scenes to obtain range-motion equations at sufficient number of points, that is not satisfied in Fig. 8. On the contrary, the proposed method can estimate the motion parameters if only optical flow in color images are obtained (with range images), that is possible even for the small and complex objects in Fig. 8. The combined method is thought to have the merits of both

---

**TABLE I**

<table>
<thead>
<tr>
<th>plane</th>
<th>previous method</th>
<th>proposed method</th>
<th>combined method</th>
</tr>
</thead>
<tbody>
<tr>
<td>A [mm]</td>
<td>2.89</td>
<td>3.12</td>
<td>3.13</td>
</tr>
<tr>
<td>B [mm]</td>
<td>1.98</td>
<td>1.14</td>
<td>1.34</td>
</tr>
<tr>
<td>C [mm]</td>
<td>1.11</td>
<td>1.34</td>
<td>1.36</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>planes</th>
<th>previous method</th>
<th>proposed method</th>
<th>combined method</th>
</tr>
</thead>
<tbody>
<tr>
<td>A and B [°]</td>
<td>89.00</td>
<td>88.26</td>
<td>88.14</td>
</tr>
<tr>
<td>B and C [°]</td>
<td>88.33</td>
<td>88.54</td>
<td>88.36</td>
</tr>
<tr>
<td>C and A [°]</td>
<td>89.01</td>
<td>89.86</td>
<td>89.97</td>
</tr>
</tbody>
</table>
methods. For the scenes Fig.7 and 8, the combined method could construct an accurate 3D map thanks to the constraints given by the proposed method. Additionally, it is expected that the combined method can construct a 3D map for a scene with little texture, for which the proposed method is thought to be impossible to construct a 3D map accurately, thanks to the constraints given by the range-motion equation.

To summarize, it can be said that the proposed method can be used for more variety of scenes than the previous method and its measurement accuracy is superior to the previous method. In addition, the combination of the two methods can extend the applicable scenes.

Table III shows that estimation time of motion parameters using the proposed method is longer than 25 ms, and it is about 50 times as long as the previous method. This is because acquisition of optical flow takes long time. The proposed method cannot construct a 3D map on-line because of the long time, so it is required to reduce processing time to estimate the motion parameters.
TABLE III

<table>
<thead>
<tr>
<th>Scene</th>
<th>Fig.7</th>
<th>Fig.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous method [ms]</td>
<td>0.43</td>
<td>0.55</td>
</tr>
<tr>
<td>Proposed method [ms]</td>
<td>25.97</td>
<td>28.61</td>
</tr>
<tr>
<td>Combined method [ms]</td>
<td>28.14</td>
<td>28.86</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

We have proposed a method that directly estimate motion parameters of the sensor using range images and optical flow of color images. We have shown that the proposed method can construct an accurate 3D map. In addition, we have shown that the proposed method can be used for more variety of scenes than the previous method.

As a future work, we are planning to verify versatility of the proposed method by constructing a 3D map using different range image sensors.
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