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Abstract: In this paper, the intelligent room that was formerly proposed by our group is improved by improving the key 
functions of the room. An intelligent room is a room in which home appliances are operated using gestures, without any 
additional equipment and any restriction for positions. Three key functions: detection of hand waving, skin color
registration, and recognition of number of fingers, are improved. For "detection of hand waving", resolution and 
sensitivity are improved, and consequently, detection of small finger waving motion is enabled. For "skin color
registration", simultaneous processing with detection of finger waving is achieved. And for "recognition of number of 
fingers", a new method that uses Snakes is introduced and robustness of the process is greatly improved. Additionally, a 
system to control a TV set with only hand waving is constructed. 
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1. INTRODUCTION 
 
In recent years, living environments are becoming 

more intelligent and networked. On the other hand, the 
increase of functions complicates the operations of the 
apparatus. Many apparatus around us are operated using 
a button or a remote control. However, disadvantages of 
a remote control are that they must be accessible and a 
button must be pushed by the operator at specific 
location. It frequently takes much time to locate a 
remote control. The operation of home appliances is 
enhanced by simplicity and the absence of restrictions 
on the location of the operator. Intuitive gestures that do 
not require additional equipment are a possible solution 
to these challenges. Until now, many studies on gesture 
recognition using images have been reported [1][2]. 
Some commercial products using gestures have also 
been released [3]. Moreover, intelligent rooms that take 
advantage of gestures have been studied [4][5]. Irie et al. 
constructed an intelligent room in which a person can 
operate home appliances without any additional 
equipment or restrictions on location using gesture 
recognition techniques starting from the detection of 
hand waving [6][7]. 

In this study, we improve the three key functions [8] 
for the operation of appliances in an intelligent room 
[6][7], i.e., detection of hand waving, skin color 
registration, and recognition of the number of fingers. 
Additionally, we construct a system to control a 
television (TV) set with hand waving by applying the 
concept of “Spatial Memory” [9]. 

 
2. OUTLINE OF INTELLIGENT ROOM 

 
The intelligent room in this study is a room in which 

cameras are equipped to recognize gestures of a person. 
The room is intended to use as an office or living room. 

In this study, appliances, such as a TV set, are 

operated by gestures. Functions, such as the detection of 
finger waving, skin color registration, and gesture 
recognition, are used in an intelligent room in this study. 
A finger or hand waving can be readily identified as that 
of the operator even when multiple individuals are in 
the room. Moreover, the function is robust to change of 
the color according to the difference in the color of 
individuals, and change of lighting environment by 
registering the skin color when a hand waving is 
observed. Furthermore, since the appliances are 
operated by gesture, no physical contact is necessary, 
and intuitive operation is possible. Gesture recognition 
includes the identification of the number of fingers and 
hand motion. The system has pan-tilt-zoom cameras, a 
personal computer (PC), and an infrared remote control. 
The camera and PC are connected on the network, and 
the remote control is connected to the network.  
 

3. "FINGER WAVING DETECTION" FOR 
SPECIFICATION OF OPERATOR 

 
 For selection of the operator, finger waving 

detection is performed within an image. The Fourier 
transform is applied to each pixel of a low-resolution 
image. If a periodic motion is detected at a pixel, the 
pixel is voted. When the number of votes reaches a 
threshold value, the pixel is specified as a candidate 
pixel of finger waving. Two or more cameras perform 
the above processing, and the candidate pixel that 
satisfies the epipolar constraint is specified as a finger 
waving pixel [7]. Moreover, the three-dimensional (3D) 
position is measured simultaneously.  

In the previous system, whole hand motion was 
required for detection; however, now, a slight motion of 
a finger can be detected even when the finger is 5m or 
more away from a camera. Moreover, in the new system, 
the accuracy of 3D position measurement is also 
improved because the spatial resolution of detection 
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increased. Furthermore, position adjustment after 
zooming that was necessary in the former system can be 
omitted in the new system, which reduces the 
processing time of the system. 
 
3.1 Fourier transform to each pixel 

When performing finger waving, the finger and the 
background are seen alternately. Therefore, the intensity 
of corresponding region changes periodically. The 
method utilizes this effect. First, the color images are 
converted to low-resolution gray image to reduce the 
noise and the calculation cost. 

Then, the Fourier transform is applied to the time 
series of the intensity values of each pixel of a 
low-resolution image. A hamming window is used to 
reduce the influence of minute variations. 
 
3.2 Finger waving detection 

 Finger waving detection is achieved by applying the 
following procedure to each pixel based on the result of 
the Fourier transform. 
1) Search for peak intensity of amplitude within 3-6Hz. 
2) Obtain difference between the peak intensity and the 

intensity of amplitude at 2Hz. 
3) Accumulate the value in time. 
4) When the accumulated value exceeds a threshold 

value, the pixel is detected as a candidate of finger 
waving pixel.  

5) The above processes are performed by two or more 
cameras, and the pixel is specified as a finger 
waving pixel if the pixel satisfies the epipolar 
constraint.  
 

An example of finger motion detection is shown in 
Fig.1. The distance from the camera is approximately 
6m. (a) is an original image in which a person is moving 
his finger in the position inside of the white circle. (b) is 
a low-resolution image, and the pixel where finger 
motion is detected is displayed as a bright pixel within 
the white circle. 
 

  
 (a) Input image (b) Detected finger waving 

Fig.1 Detection of finger waving. 
 

3.3 3D measurement with two cameras 
Triangulation is applied when two or more cameras 

are used to detect finger waving. The information of 
position is used to calculate the distance from the 
camera and to adjust the zooming [10]. 

 
4. SKIN COLOR REGISTRATION 

 
Skin color registration is performed using the pixel of 

finger waving region [11]. In the previous system, skin 
color registration required several seconds to focus on 
the operator’s palm. However, the modifications 
introduced here permit a smooth operation with the 
simultaneous capture of finger waving and skin color 
registration. 
 
4.1 Background image registration 

The pixels that are changeless for several frames are 
registered as a background image and sequentially 
updated to separate the region of finger waving and 
other regions. The background image is updated 
successively. Because change occurring in a short time 
period is assessed, still objects, such as furniture, walls, 
and the body of a relatively motionless operator, are 
registered as background. On the other hand, the region 
of finger waving is not registered as background 
because it is moving at high speed. This process is 
illustrated in Fig.2. (a) is an input image, and (b) is the 
obtained background image. The region of finger 
waving is shown with a white circle. Background 
objects, as well as the operator's body and arms, are 
registered as background, but the region of finger 
waving is not registered. 
 

  
  (a) Input image  (b) Registered background image 

Fig.2 Background image registration. 
 
4.2 Background subtraction 

Fingers and skin color are identified by analyzing the 
input and background images. First, differences in 
background and captured images are computed for 
several frames within the region of finger waving. 

The sum of the absolute values of normalized hue, 
saturation, and intensity value is used to evaluate the 
difference. Suppose IH(0), IS(0) and IV(0) as the 
normalized hue, saturation and intensity value of the 
background image respectively, and IH(t), IS(t) and IV(t) 
as these values of the t-th captured image respectively. 
Then the evaluation function is given by 

 S��t� � |IH�t� � IH�0�| � |IS�t� � IS�0�| 
 �|IV�t� � IV�0�|    �t � ��2� � � ��.  (1) 

And when Sd of a pixel satisfies  

 S��t� � ����S�� /2 , (2) 

the pixel is then registered as skin color data. 
The process above is applied in two stages. It is first 

applied to the low-resolution image and then to the 
original image. In the second stage, the background 
image is smoothed using a Gaussian filter so that the 
background subtraction is not too sensitive to the 
difference of the background and captured images. 
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4.3 Skin color registration 
The obtained skin color candidates are not perfect, 

because they contain noises and background pixels 
whose color is similar to skin color. To remove the 
outliers, the H, S, and V values are limited in fixed 
ranges for the median of H, S, and V. Furthermore, 
values in either end of the histogram with a fixed rate 
are eliminated, and then the remaining pixels are 
registered as skin color pixels. 

V (Intensity value) tends to be influenced by lighting 
conditions. Therefore, we use H (Hue) and S 
(Saturation) values, which are more robust to lighting 
conditions, for skin color registration and extraction.  
Then the feature vector is given as  

 X=[H, S]. (3) 

The mean vector A and the covariance matrix V of X 
are given as follows. 

 � � �
N∑ ��N���   (4) 

 � � � σH
� σHS

σHS σS�
�    (5) 

where N is the number of components of the pixel 
values to register. When the skin color region is 
extracted from a captured image, the Mahalanobis 
distance dm for the skin color data is calculated from the 
following equation: 

dm� � �� � ��T����� � ��   (6) 

When the Mahalanobis distance satisfies 

dm� � �        (7) 

the pixel is extracted as a skin color pixel. k is a 
threshold value. 
 

5. GESTURE RECOGNITION 
 

5.1 Finger number recognition 
A hand region is surrounded using Snakes [12] to 

extract skin color data, and the number of fingers is 
obtained using the surrounding region. In the previous 
system, finger regions were extracted using a 
morphology process (opening), and, therefore, the hand 
region had to be extracted correctly. However, in a real 
environment, correct extraction of hand region is 
difficult: the method may extract not only hand region 
but also background that has similar color of skin or 
extract a hand region insufficiently. Because Snakes is 
used in the new system, the finger number recognition is 
possible if only the outline of the hand region is 
extracted. 

 
1) Extraction of a skin color region 

A hand region is extracted using the registered skin 
color information. When the background color is similar 
to the color of a hand, as shown in Fig.3 (a), it is 
difficult to extract the hand region only. As the proposed 
method that uses Snakes works if only an outline is 
obtained, we set the threshold k small so that 

background regions are not included (see Fig.3(b)), 
which enables correct recognition. 

 

 
     (a) Input image        (b) Skin color image 

Fig.3 Extracted skin color region. 
 

2) Measurement of the hand region by Snakes 
We surround a hand region by Snakes. Snakes is a 

method for obtaining the closed curve near the shape of 
the object as a energy minimization problem. By giving 
an initial closed curve and a parameter suitably, the 
given initial closed curve is deformed sequentially, and 
we can obtain the outline for an arbitrary shape. The 
initial outline is given as shown in Fig.4 (a). Fig.4 (b) is 
the outline curve obtained by Snakes. Then the area 
surrounded by the outline is measured. 

 

 
(a) Initial image of Snakes     (b) Result image 

Fig.4 Recognition of number of fingers by Snakes. 
 

3) Estimation of the number of finger 
The number of fingers is estimated using the area of 

the hand region. We introduce two methods.  
・Recognition using the Mahalanobis distance 

The method obtains average μi and standard deviation 
σi of the area for each finger number using training data. 
When an area of hand region A is measured, we obtain 
the Mahalanobis distance Di to each finger number 
using the following equation. 

D� � |����|
��

������� � ��� ���     (8) 

The finger number with the smallest distance is 
selected as the recognition result. 
・Recognition by accumulation of likelihood 

The method also obtains the average μi and standard 
deviation σi. When an area of hand region A is measured, 
we obtain the likelihood li to each finger number using 
the following equation. 

 l� � �
√����

��� �� �������
����

����� � ��� ���   (9) 

This process is repeated, and the likelihood is 
accumulated for each finger number. When the 
accumulated likelihood reaches a threshold, then the 
corresponding finger number is selected as the 
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recognition result. 
 

5.2 Recognition of a hand gesture 
DP (Dynamic Programming) matching is used for 

recognition of a hand gesture. A hand region is extracted 
in each frame using the skin color extraction. The 
centroid of the extracted hand region is compared with 
the previous frame, and the direction of the movement 
of the hand centroid is obtained; eight directions of 
upper and lower, right and left, and slanting. DP 
matching is performed using the obtained directions as 
features. The similarity to each registered model is 
measured, and the model with the largest similarity is 
recognized as the input operation. An arbitrary model 
can be used if it can be registered. The system makes 
use of four instructions: Up, Down, Right, and Left, as 
illustrated in Fig.5. 

 

     
(a) Up               (b) Down 

 

     
(c) Right               (d) Left 

Fig.5 Gesture models. 
 
6. EXPERIMENTS TO EVALUATE KEY 

FUNCTIONS 
 

We evaluated the improved key functions by 
experiments [8]. 

 
6.1 Experimental system 

The system uses OpenCV for image processing. A PC 
(Core2Quad Q9400 2.66GHz, DDR2 6GB) is used to 
implement each process and control the intelligent room. 
Cameras with a pan-tilt-zoom function AXIS 233D are 
used to observe the gestures. They are operated via the 
network by the PC. To operate home appliances, an 
infrared remote control KURO-RS is used. The remote 
control has a learning function and can be controlled by 
the PC. 

 
6.2 Finger waving recognition 

Experiments to detect finger waving were conducted 
using the method in Section 3. The recognition rate and 
time for recognition were evaluated for different 
distances for five subjects. We assume that finger 
waving is recognized when it is detected by two 
cameras. Twenty experiments were conducted at each 
distance. Table 1 shows the time for recognition for 
each distance. Ave. and S.D. represent average and 
standard deviation, respectively. The time is about 2 
seconds regardless of the distance and subject. The 
recognition rate was 100% for every distance. These 
results demonstrate the robustness of the method.   

 
Table 1 Time for recognition of finger waving (s). 

 4m 5m 6m 
Ave. 2.04 2.50 2.32 
S.D. 0.12 0.28 0.18 

 
6.3 Skin color registration 

Experiments of skin color registration were 
conducted using the method in Section 4. One hundred 
experiments were performed, and the processing times 
for background registration, skin color registration, and 
skin color extraction were evaluated. The results are 
shown in Table 2. Both background registration and skin 
color registration are fast and do not impede real-time 
operation. In contrast, the extraction of skin color region 
required more time. However, for the pre-processing of 
gesture recognition, the speed is sufficient. 

 
Table 2 Processing time for skin color registration (ms). 

 Background 
registration 

Skin color 
registration 

Extraction of 
skin color region 

Ave. 45.6 40.1 310.0 
S.D. 4.5 6.7 5.5 
 

6.4 Recognition of the number of fingers 
Experiments to estimate the number of fingers were 

conducted with five subjects using the method in 
Section 5.1. First, skin color registration in Section 4 
was performed with each subject. Then, the recognition 
rate and processing time were evaluated with one 
through five fingers. One hundred experiments were 
conducted for each number of fingers for each subject. 
The two methods in Section 5.1 and the previous 
method using morphology process were compared. 

For training, the hand region was measured 20 times 
for each number of fingers from each subject. The 
average and standard deviation of the area were 
calculated and used for estimating the number of fingers. 
The training data are shown in Fig.6. The distance to the 
subject from the camera was set to 6m both at obtaining 
the training data and at estimating the number of fingers. 
The results are shown in Fig.7 and Table 3. The 
recognition rate for each subject is shown in Fig.7, and 
the processing time, in Table 3. 

For each number of fingers, the new method provides 
better results. Especially, the method by accumulation of 
likelihood gives high recognition rate. On the contrary, 
the results from the previous method are not good. This 
is because of the low quality of the extracted skin color 
region (see Fig.3(b)). The new method is much more 
robust than the previous one. For two fingers, the result 
of the previous method is good. Even in this case, 
extraction of the fingers failed (the method counted the 
number of regions other than fingers), which means that 
the reliability of the previous method is inferior.  

More processing time is required with the new 
method. However, the amount of time does not affect 
the system much. The reason that the standard deviation 
of the method using the accumulation of likelihood is 
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large is that the number of data require
changes according to the input. In this
number was 3 or less. 

To estimate the number of fingers, 
extraction is necessary. The total time i
was less than 2 seconds, which is feasib

Fig.6 Model data of the number o
 

Fig.7 Recognition rate of the numbe
 

Table 3 Processing time (
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distance 
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of likelihood
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6.5 Recognition of a hand gesture 
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(a) Front view (Ch. 1) 

 
(b) Side view (Ch. 3) 

Fig.9 Channel input using hand waving. 
 

 
 (a) Up (b) Down 

Fig.10 Volume control using hand waving. 
 

Table 5 Kind of appliance operations and its positions. 

 X Y Z 
TV on/off 2.4~2.8 5.3~5.6 0.3~0.6 

Ch. 1 2.8~3.2 5.3~5.6 0.3~0.6 
Ch. 2 2.8~3.2 5.0~5.3 0.3~0.6 
Ch. 3 2.4~2.8 5.0~5.3 0.3~0.6 
Ch. 4 2.0~2.4 5.0~5.3 0.3~0.6 
Ch. 5 2.0~2.4 5.3~5.6 0.3~0.6 

Vol. up 2.0~2.6 5.0~5.6 0.6~1.0 
Vol. down 2.6~3.1 5.0~5.6 0.6~1.0 

 

Table 6 Recognition rates of experimentation. 

 Recognition rate [%] Processing time [s] 
TV on/off 100 1.19 

Ch. 1 98 1.13 
Ch. 2 100 1.21 
Ch. 3 72 1.08 
Ch. 4 100 1.10 
Ch. 5 98 1.05 

Vol. up 100 0.92 
Vol. down 100 1.00 
 

8. CONCLUSION 
 

In this study, we improved key functions used for 
operation in the intelligent room that was formerly 
proposed by our group [6][7], i.e., detection of hand 
waving, skin color registration, and recognition of the 
number of fingers. Additionally, we constructed a 
system to control a TV set as an application of detection 
of hand waving. With the system, power on/off, change 
of channels and volume control of a TV set is achieved 
with only hand waving. 

We are now considering the introduction of lip 
reading and 3D gesture recognition using a range image 
sensor. 
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